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Keywords Abstract

autism, Objective: today, a significant part of professional tasks are performed
accessible environment, in the digital environment, on digital platforms, in virtual and other meetings.
legislation, This necessitates a critical reflection of traditional views on the problem
disability, of accessible environment and digital accessibility, taking into account
law, the basic universal needs of persons with disabilities.

autism spectrum disorder, Methods: a gap between the traditional legal perspective on special working
social security, conditions for persons with disabilities and the urgent need of a digital
digital accessibility, workplace (digital environment) clearly shows lacunas in the understanding
digital inclusion, of accessibility, which are identified and explored with formal-legal
digital technologies and doctrinal methods. The multifaceted aspects of digital inclusion are

revealed based on an informative approach to legislation. It leads, among
other things, to searching for recommendations which would fill this gap
and contribute to the creation of a more inclusive and responsible legal,
social and technological environment.
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Results: the research has led to a conclusion that the existing legal, social
and technological paradigms need to be re-evaluated. This reevaluation
should aim to develop a more inclusive and benevolent concept of accessible
environment that takes into account the diversity of human experience and
needs, and a wide range of behavioral and cognitive characteristics. Creating
special conditions in the workplace for those with overt and covert health
problems should become an integral part of the employer’s focus, along with
improving management efficiency.

Scientific novelty: covert (hidden) health problems have traditionally
been understudied, although they include a range of mental and physical
impairments, which, like explicit health problems, vary in their origin, intensity,
and permanent or episodic character. This study fills a gap in the issues
of disability and its legal protection, taking into account the trend of digital
inclusion, the dynamic labor activity of today, and the wide range of human
abilities and needs.

Practical significance: the aspects of hidden or latent disability considered
in the study provide a different perspective at employment, focusing on the
workplace conditions that could be created. Employers may be unaware
of the need to create special working conditions for those with hidden health
problems. This results in negative effects on unemployment, increased sick
leave, limited opportunities in the workplace, and more. Employees are often
reluctant to disclose their non-obvious health problems to employers; hence,
employers should facilitate disclosure of such information by creating
relevant conditions. Such an approach will contribute to the legal protection
of this category of employees and to further development of the existing
legislative regulation, since the latter does not fully comply with today’s
needs and changed reality.

Hutson, J., & Hutson, P. (2023). Digital Inclusion for People with Autism Spectrum
Disorders: Review of the Current Legal Models and Doctrinal Concepts. Journal
of Digital Technologies and Law, 1(4),851-879. https://doi.org/10.21202/jdt.2023.37
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Introduction

Invisible disabilities encompass a spectrum of mental and physical impairments that, akin
to observable disabilities, diverge in their origin, intensity, and permanence or episodic
nature. Concerning disability in the workplace, the argument is advanced that absent from
the discourse are individuals with one of the most concealed disabilities—specifically,
individuals with autism—and the corresponding legal obligations (Neely & Hunter, 2014).
Past international research efforts in Canada have posited that invisible impairments may
be present in as many as 40% of individuals with disabilities (Matthews & Harrington, 2000).
Furthermore, the subject of invisible disability warrants attention due to its disputed status
as both a valid condition and diagnosis, with implications extending into the spheres
of individual existence, cultural attitudes, public policies, and occupational practices. Reeve
& Gottselig (2011) observed, “Because invisible disabilities have traditionally not received
the recognition that other forms of disability have, employers may not be aware of the need
to accommodate people with invisible disabilities. Lack of accommodation results in lower
employment rates, increased work-related absences and a restriction of capabilities within
the workplace, among other things.” The concealed or latent aspect of disability offers
a lens through which the matter of employment may be explored, with particular emphasis
on the accommodations that might be devised within the labor market’s workplaces.

Furthermore, there is a conspicuous absence in much of the conventional literature
concerning employment and disability in an examination of decisions to disclose a concealed
disability on the part of the employee to an employer. Disclosure, although a pathway
to workplace accommodation and potentially beneficial for the employee with a disability,
remains fraught with risks, carrying both potential advantages and disadvantages.
The resultant scenario forms a dilemma concerning disclosure for employees with invisible
disabilities (Prince, 2017). The onus is on employers to foster a workplace environment
that encourages the disclosure of invisible disabilities. This can be achieved through clarity
in delineating the competencies requisite for a role, providing comprehensive information
in accessible formats beforehand, and permitting opportunities for disclosure throughout
the recruitment and selection procedures. Accommodation in the workplace for individuals
with visible or invisible disabilities often transcend mere exceptions. Rather, the focus is on
effective management, characterized by explicit expectations, transparent communication,
and inclusive practices. Such an approach is in line with legal protections afforded this
population of workers (Patton, 2022).

A segment of the population that has been notably overlooked in the discourse
surrounding invisible disabilities pertains to individuals associated with Autism Spectrum
Conditions (ASC). While legislative and societal advancements have been made
in addressing certain disabilities, the complex and multifaceted needs of those with ASC
are frequently marginalized. Autism, by its nature, defies generalization, encompassing
a wide range of behavioral and cognitive traits that can vary significantly among individuals.
The subtle and often misunderstood manifestations of ASC may lead to misconceptions
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and a lack of tailored support in both the workplace and broader societal contexts. Current
legal frameworks, such as the Americans with Disabilities Act (ADA), have shown limitations
in addressing these specific and nuanced needs. The failure to adequately recognize and
support individuals with ASC is indicative of a broader systemic flaw, wherein legal, societal,
and technological paradigms fail to fully comprehend and cater to a diverse spectrum
of neurodivergent experiences. Therefore, there exists an urgent necessity to expand
the prevailing understanding of accessibility beyond traditional perspectives, to create
an environment that is genuinely inclusive and responsive to the real-world complexities
associated with ASC.

The present study endeavors to both challenge and enrich prevailing viewpoints
concerning accessibility, with a central argument positing that what are often referred
to as «special» or «disabled» needs are fundamentally human and universal. While
recognizing the significant progress made by the Americans with Disabilities Act (ADA)
in delineating guidelines for physical accessibility and accommodations for visual
impairments, the research highlights a conspicuous deficiency in addressing the
multifaceted requirements of neurodivergent populations. This deficiency extends
to individuals with conditions such as dyslexia and color blindness. The current tendency
to label these needs as «special» emerges as a concerning phenomenon within the
discourse, one that risks unintentional marginalization and relegation to a secondary
status. In addition, the study undertakes a critical examination of the hiring practices
of accessibility officers within the domains of technology and Ul/UX. Current recruitment
strategies, the study finds, are frequently narrowed to specific considerations, such as low-
vision readability, thereby neglecting a broader spectrum of neurodivergent accessibility
that encompasses information processing and cognitive overload. This lacuna points
to a disconcerting disconnect between existing legal statutes and the intricate, lived
experiences of neurodivergent individuals. Through an exhaustive exploration, the study
advocates for a profound reassessment of legal, societal, and technological paradigms.
Such a reevaluation aims to foster a more inclusive and compassionate conceptualization
of accessibility, one that transcends mere design considerations to engage with the vast
array of human experiences and needs.

1. Invisible Disabilities

The scholarship on disabilities and their legal protection has largely focused on physical
disability. For instance, episodic disabilities denote lifelong health conditions that exert
a considerable influence on the capability of an individual to engage in employment
and various other social facets. In a Canadian study, McKee et al. (2006) characterizes
episodic disability as «a serious mental or physical condition characterized by fluctuating
periods and degrees of wellness and impairment. These periods are often unpredictable
in severity, duration and potential for resolution» (p. 35). Further elucidating the nature
of episodic disability, Boyce asserts, «an episodic disability can be permanent or temporary,
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life-threatening or chronic, progressive or stable. What makes disability ‘episodic’ is that
it produces recurring, sometimes cyclical, usually unpredictable periods of good and poor
health» (p. 45). Boyce contends that compared to those with different forms of disability,
individuals with episodic impairments encounter a unique disadvantage due to the
longstanding inadequacy in the conceptualization, articulation, and address of this specific
impairment within the frameworks of disability policies and programs (p. 34). Organizations
focusing on episodic disability serve individuals living with an array of conditions, including
but not limited to arthritis, specific types of cancer, Crohn’s disease, diabetes, hepatitis C,
HIV/AIDS, mental illness, mood disorders, and multiple sclerosis.

Alternatively, the delineation between visible disability and invisible disability hinges
on the observability of the impairment. While a person with a visible disability exhibits an
impairment that is readily perceptible to others, invisible disabilities remain concealed,
lacking physical characteristics or behaviors that render them apparent. Since these
impairments remain relatively hidden, they do not automatically transmit information
about the individual to others, nor do they delineate a situation or mold initial anticipations
during social encounters. The health condition or impairment does not conspicuously alter
the appearance or demeanor of an individual, leading to a situation where the disability
remains undetected and unrevealed in social interactions. Implicit in this understanding
is the notion that there may be a concomitant absence of discriminatory or stereotypical
reactions towards the individual (Prince, 2017).

Invisible disability, however, is not classified as a definitive clinical category or a separate
social identity. Rather, some scholars propose a conceptualization that places visible and
invisible disabilities on a continuum of conditions and particular contexts. Mollow (2010)
accentuates «the impossibility of any absolute binary between ‘visible’ and ‘invisible’
disabilities» (p. 502), highlighting the complexity inherent in this dichotomy. A condition
that might be concealed from a casual observer in a social context may become discernible
to healthcare professionals through diagnostic evaluations. Mollow enumerates conditions
suchas “mentalillnesses; some cognitive disabilities; and physical conditions such as chronic
fatigue syndrome, repetitive strain injury, Environmental iliness, and fibromyalgia, which don't
produce objectively observable bodily changes” as constituting invisible disabilities (p. 502).
In addition, certain gendered dimensions exist in relation to the perceptibility or concealment
of impairments. For instance, Krogh and Johnson (2006) posit that women with disabilities
are more susceptible to experiencing non-visible impairments, such as chronic iliness and
fatigue, compared to their male counterparts. This multifaceted understanding of invisible
disabilities underscores the nuanced nature of how impairments manifest and are perceived
across different contexts and demographics.

Specific to the study at hand, autism spectrum condition (ASC) (previously autism
spectrum disorder (ASD) covers a range of invisible disabilities, including ADHD, dyslexia,
dysgraphia and dyscalculia (Hodges et al., 2020). The stigma of a diagnosis has been
pointed to as another reason an employee does not disclose in fear of further alienation
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(Hurley-Hanson et al., 2020). Moreover, the symptomatic experiences that workers within
the ASC may encounter is a multifaceted and complex matter, which requires attention
to various cognitive and speech-related facets. In the realm of cognitive disabilities,
a significant percentage of individuals experience restricted comprehension. Limitations
in comprehension may manifest in an inability to grapple with intricate concepts,
metaphors, or abstract language; or in difficulties understanding certain idiomatic
expressions or slang (Smith & White, 2020). Paradoxically, some individuals may display
extraordinary abilities in specific cognitive domains, such as numerical memory, even
while struggling with more fundamental areas like social skills or emotional perception
(McCauley et al., 2020). The dichotomy between these high and low cognitive functions
highlights the heterogeneity and complexity of cognitive disabilities within the context
of ASC.

Furthermore, the phenomenon of low tolerance for cognitive overload constitutes
a critical aspect of cognitive disabilities. Individuals who are prone to cognitive overload
may react with frustration or distress to multifaceted situations or an environment
replete with simultaneous stimuli (Higgins et al.,, 2021). The need for simplicity and
straightforwardness in their surroundings is paramount; an overabundance of choices
or complexity can result in a paralyzing inability to act or a protracted emotional
disturbance (Hutson & Hutson, 2023). Turning to the domain of speech disabilities,
a wide array of conditions presents additional challenges. Stuttering, characterized
by involuntarily repeated, prolonged, or blocked speech sounds, affects the fluency
of speech (Kharismadewi et al., 2023). Similarly, “cluttering,” sometimes classified as
a language disability, disrupts fluency through rapid, rhythmically inconsistent, and
syntactically disorganized speech (Maruthy & Kelkar, 2023). Both Apraxia, a motor speech
disability marked by difficulty in forming speech sounds, and Dysarthria, resulting from
brain damage and leading to slurred or slow speech, further illustrate the multifaceted
nature of speech disabilities within the ASC spectrum (Shriberg et al., 2019).

Articulation disorders, phonemic disorders, and non-vocal challenges constitute
additional layers of complexity. Articulation disorders pertain to the physical production
of speech sounds, resulting in omissions, additions, substitutions, or distortions
(Griffen et al., 2022). Phonemic disorders, on the other hand, revolve around difficulties
in distinguishing speech sounds, affecting word meaning and communication. Non-
vocal disabilities, characterized by an utter inability to produce speech, emphasize the
breadth and depth of invisible disabilities that may be encountered by ASC workers
(van Rensburg et al., 2020).

Collectively, these observations underscore the intricate and diverse nature of invisible
disabilities, both cognitive and speech-related, within the ASC context. The acknowledgment
and understanding of these challenges necessitate a nuanced approach to supporting
individuals in both personal and professional environments, emphasizing empathy,
accommodation, and recognition of the inherent humanity of these so-called «special»

needs.
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2. Legal Protection

The Americans with Disabilities Act (ADA) has demonstrated efficacy in the establishment
of building standardsthat furnishaccessible spaces forindividuals with physicalimpairments
(Morgan, 2021). However, these guidelines have neglected the unique needs of those with
mental, emotional, and developmental disabilities, including autism spectrum condition
(ASC). Legal protections for individuals with disabilities constitute a complex landscape,
marked by an interplay between civil rights, procurement regulations, industry-specific
laws, and various tiers of governmental legislation, both domestic and international. These
protections aim to ensure accessibility, equality, and non-discrimination across various
facets of life, but often overlook the population under review here (Hawkins, 2023).

Civil rights laws serve as the foundation for legal protections, emphasizing the equal
rights of persons with disabilities. These laws commonly prohibit discrimination in diverse
contexts such as employment, accessibility to buildings, government services, and public
accommodations, including eateries, retail, and entertainment venues. Notably, the ADA
exemplifies a civil rights law that seeks to eradicate discrimination against individuals with
disabilities, providing technical standards in some instances, while omitting them in others
(Murphy, 2020).

Procurement laws represent another essential category, focusing on accessibility
considerations in the acquisition of products or the contracting of services. Under
such statutes, accessibility standards must be met, particularly by government entities.
For example, Section 508 of the Rehabilitation Actinthe United Statesand EN 301 549in the
European Union mandate that only products meeting accessibility criteria be considered
for purchase. These laws significantly influence both governmental and private business
purchasing decisions (Bosio et al., 2022).

Industry-specific laws introduce another layer of complexity, tailored to particular sectors
deemed vital to accessibility. In the United States, the 21st Century Communications and
Video Accessibility Act (CVAA) governs telecommunications, while the Air Carrier Access
Act (ACAA) regulates airplane travel (Burks, 2013). These laws underscore the recognition
that different industries may necessitate distinct and carefully crafted legal measures
to ensure accessibility.

At the nexus of federal, state, and international laws, a comprehensive framework
emerges to require accessibility for websites and Information Communications Technology
(ICT) (Nath & Liu, 2017). The ADA mandates accessibility for various digital platforms
and customer services, including sales, entertainment, and education. The CVAA expands
upon this by encompassing communications products, services, and devices (Brooks,
2017). U.S. Section 508 of the Federal Rehabilitation Act, along with related state laws,
mandates the procurement of the most accessible technology within the public sector
(Olalere & Lazar, 2011). Specific state laws, such as Disabled Persons Act and Unruh Act
of California, further enhance this landscape, complemented by international ADA-like
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laws in countries like Korea, Canada, the U.K., and Australia (Schoen, 2022). The European
Accessibility Act, presently in drafting stages, promises to have broad implications on
products, services, and devices across the European Union.

Additionally, an important distinction should be made between the ADA and Section
508 of the Rehabilitation Act stand out as significant, yet distinctly different legislative
instruments. An examination of both will shed light on their unique characteristics and
contributions to the broader landscape of disability rights (Taylor & Bicak, 2021). The ADA
represents a comprehensive civil rights law aimed at eliminating discrimination against
individuals with disabilities across various spheres of public life in the United States
(Schall, 1998). This act is subdivided into five major titles, each addressing specific domains:

Title | — Employment. This section emphasizes the prohibition of discrimination in all
aspects related to employment, including hiring, firing, advancement, compensation, and
training.

Title Il — Public Services, State, and Local Government. This title focuses on non-
discrimination in all programs, services, and activities offered by public entities.

Title lll = Public Accommodations and Services Operated by Private Entities.
This encompasses private places of public accommodation, including a wide array
of establishments such as hotels, restaurants, and movie theaters.

Title IV — Telecommunications. This section mandates the provision of services
facilitating communication over the telephone for people with hearing and speech disabilities
and includes regulations on closed captioning.

Title V — Miscellaneous Provisions. This title captures various miscellaneous aspects
related to the ADA, including its relationship with other laws, state immunity, and provisions
on illegal drug use and attorney’s fees.

Contrastingly, Section 508 of the Rehabilitation Act is a specific federal law mandating
accessibility in electronic and information technology (EIT) employed by the federal
government. This encompasses websites, software, hardware, electronic documents, and
more (Jaeger, 2008). Its relevance to web accessibility was enhanced in January 2017
when the Web Content Accessibility Guidelines (WCAG) level A and AA were incorporated,
replacing a modified subset of WCAG 1.0 (Caldwell et al., 2008). European legislation such
as EN 301 549 shares similarities with Section 508, focusing on accessibility requirements
for public procurement of Information and Communication Technology (ICT) products and
services (Kous et al., 2021).

The critical differences between the ADA and Section 508 of the Rehabilitation Act can
be clearly articulated by examining four key dimensions. In terms of technology, the ADA
does not extensively address modern digital technology, whereas Section 508 has specific
provisions relating to accessibility within this domain. The scope of the ADA is considerably
broader, encompassing all areas of public life; in contrast, Section 508's focus is more
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confined, targeting federal electronic and information technology exclusively. With regard
to applicability, the ADA's reach extends to a wider range of entities, such as employers,
governments,andbusinessesopentothe public, while Section 508’s applicability is primarily
centered on federal agencies and those entities receiving federal funding or contracts.
Finally, the enforcement mechanisms for these two laws are markedly different: under the
ADA, any individual who believes they have faced discrimination can file a complaint, while
under Section 508, grievances must be lodged with the particular federal department or
agency responsible for the non-compliant electronic technology or information.

The comparison of the two acts highlights the complex legal landscape that
individuals with ASC must navigate in the workplace. The critical distinctions between
these two laws manifest in four key dimensions, each bearing significant implications
for workers with autism and their protective rights. In the realm of technology, the lack
of comprehensive provisions in the ADA for modern digital technology creates a potential
void in the protection and support for individuals with ASC, who may require specific
technological accommodations. Alternatively, the provisions of Section 508 targeting
accessibility within the digital domain may, in some contexts, address these needs;
however, its focus is confined exclusively to federal electronic and information technology,
limiting its impact.

With regard to scope, the broader encompassment of all public life with the ADA
might theoretically offer more substantial protection for workers with ASC. Conversely,
the more narrow concentration of Section 508 potentially leaves gaps in addressing the
unique needs of these individuals outside federal agencies. In terms of applicability, the
former’s wide reach, extending to employers, governments, and public businesses, seems
to promise a more comprehensive coverage for workers with ASC. Yet, the latter’s focus
on federal agencies and those with federal funding or contracts may exclude significant
sectors of employment from its purview, further marginalizing individuals with ASC within
the workplace.

Finally, the distinct enforcement mechanisms between the two laws present additional
challenges. The allowance for individual complaints with ADA regarding discrimination
offers a direct avenue for redress. In contrast, Section 508’s more convoluted grievance
process, requiring complaints to be lodged with specific federal departments or agencies,
may create barriers to justice for individuals with ASC who encounter non-compliance in
the realm of electronic technology or information. Collectively, these dimensions paint
a complex and often incongruent picture of the legal rights and protections afforded
to workers with autism. The interplay and disparities between the ADA and Section 508
reveal an urgent need for a cohesive and nuanced approach that fully acknowledges and
addresses the specific and multifaceted needs of individuals with ASC in the workplace.
Such an approach requires a comprehensive reevaluation of existing legal frameworks,
coupled with a robust commitment to fostering an inclusive and empathetic workplace

culture that transcends mere legal compliance.
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3. Support in Action

Other research has related the inadequacies of accommodations for the population
under discussion post-pandemic. Capuano (2022), for instance, looked at the profound
transformations in work patterns instigated by the COVID-19 pandemic and the concomitant
challenges this presents to lawmakers and policymakers in Australia. The research and data
examined in the article project a trend towards predominantly hybrid and shared workplaces
in the post-pandemic era. A critical argument advanced in the article is that this paradigm
shift in workplace design harbors specific risks of inequality and indirect discrimination
based on invisible disability. Such a mode of working has been identified as inherently
disadvantageous to employees with invisible disabilities, leading to new strata of workplace
inequality. The analysis of Australian labor law and anti-discrimination law reveals that current
legal structures are inadequately prepared to tackle these emerging inequalities. Thus,
the existing law falls short in addressing the challenges faced by employees with invisible
disabilities in the contemporary and post-pandemic workplace landscape. Furthermore,
when employees with invisible disabilities attempt to establish adverse action under the
Fair Work (FW) Act or indirect discrimination under existing legislation, their claims are often
unjustly defeated. This is attributed not to the lack of merit in the claims but to deficiencies
within the legal system itself. Proposals for reforming the FW Act and various state and
territory anti-discrimination statutes are advocated, aiming to afford claimants with invisible
disabilities equal coverage to those with visible disabilities (Farbenblum & Berg, 2017).

Along the same lines, and in light of the growing prevalence of autism diagnoses,
there emerges an imperative for designers and architects to broaden their planning
horizons to incorporate more universally applicable solutions. As such, Clouse et al. (2020)
presented methodologies for designing beyond the ADA framework to cater to the needs
of individuals with ASC. To achieve such a design, those in the architectural and design
professions must recognize and address sensory challenges that could impede the ability
of those with the condition to attain a regulatory state, thereby facilitating their effective
interaction with neurotypical peers. Additionally, design considerations extend to teachers,
therapists, and parents of children with autism to foster more successful interactions.
An environment that overstimulates a child with ASD may impede the efforts of parents,
caregivers, or therapists in realizing their respective goals.

One potential solution Mostafa advanced are seven design criteria, encapsulated in
the acronym ASPECTSS, which stands for Acoustics, Spatial sequencing, Escape spaces,
Compartmentalization, Transition spaces, Sensory zoning, and Safety (Mostafa, 2014).
These criteria, specifically tailored for individuals with ASD, form the foundational principles
for the established guidelines. As designers and architects, there resides an ethical
obligation to fabricate inclusive environments. To this end, the authors spotlighted
a vocational center, juxtaposing one plan that conforms to ADA guidelines with another
that embodies supplementary environmental features catering to the needs of people with
ASD. These design criteria, derived from a synthesis of evidence-based solutions procured
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through a comprehensive literature review and personal interviews, underscore the sentiment
that a sensitive approach to the needs of individuals with autism not only provides targeted
solutions but enhances the built environment for all. It is a profound testament to the potential
for design to transcend mere compliance and aspire to inclusivity and empathy.

Laws pertaining to disability accommodations, notably within the workplace, have
historically been rooted in architectural or physical design considerations (Hawkins, 2023;
Murphy, 2020). This perspective has shaped the legislation, informing guidelines and
requirements primarily focused on rendering physical spaces accessible. From ramps and
elevators to accessible restrooms, these tangible provisions have become emblematic
of disability accommodations. However, this traditional approach overlooks a pivotal aspect
of contemporary work-life: the digital domain.

4. Recommendations

In the modern workplace, a significant portion of daily interaction and job-related tasks
have transitioned to digital platforms (Baptista et al., 2020). Activities such as typing on
a keyboard, reading from a screen, or engaging in virtual meetings constitute an integral
part of the work experience. Consequently, the accessibility landscape has fundamentally
evolved, necessitating a reevaluation of existing legal frameworks. Thus, the present
emphasis on architectural accommodations fails to capture the complexity of the digital
environment, wherein accessibility may pertain to factors such as screen readability,
keyboard functionality, or the cognitive demands imposed by user interfaces. For individuals
with various disabilities, including neurodivergent conditions, these digital interactions may
present barriers as significant as physical obstacles. Yet, prevailing legislation tends to lag in
acknowledging and addressing these digital accessibility considerations (Inal et al., 2020).

Thedisconnect betweentraditional legal perspectives on disability accommodations and
the emergent needs of the digital workplace illuminates a profound gap in the accessibility
discourse. While architectural considerations undoubtedly remain essential, they no longer
suffice as the exclusive focus of disability accommodations. The transition to a digitally-
driven work environment calls for a comprehensive understanding of accessibility that
extends beyond physical design to encompass the multifaceted nuances of digital inclusivity
(de Melo et al., 2022). Such an understanding demands a proactive and informed approach
to legislation, one that recognizes and responds to the dynamic nature of contemporary
work practices and the diverse spectrum of human abilities and needs. The realization sets
the stage for the exploration of recommendations that seek to bridge this gap, fostering
a more inclusive and responsive legal, societal, and technological landscape.

Previous studies have outlined strategies to promote neuroinclusivity in the workplace.
The accommodation of neurodivergent workers in contemporary work environments
necessitates a significant shift from conventional practices. Recommendations for this
transformation pivot around the principle of individualized, person-centered communication.
Emphasizing explicit, well-defined guidelines, managers and colleagues are encouraged
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to provide step-by-step instructions that minimize ambiguity and enhance comprehension.
Sensitivity to work and communication preferences, such as offering clear timelines for
projects and giving advance notice of meetings, fosters a supportive and predictable
environment. Literal and direct instructions, devoid of abstract or ambiguous language, further
contribute to clarity. Visual aids to reinforce key points and pre-meeting agendas align with
diverse cognitive processing needs. Furthermore, recognizing the unique social interaction
dynamics of neurodivergent individuals, recommendations include curtailing small talk,
offering conversational exits, and considering the optional nature of camera usage in video
conferences. Collectively, these recommendations coalesce into a comprehensive framework
that acknowledges the distinctive needs and preferences of neurodivergent workers. This
approach not only facilitates effective communication and collaboration but also reflects
a profound respect for neurodiversity, enabling workplaces to transcend conventional norms
and create a more inclusive, empathetic, and productive environment (Hutson & Hutson, 2023).

While previous recommendations focus on environmental considerations, digital
accessibility accommodations should now be the primary focus given the nature of work
in the Digital Age. At the same time, the multifaceted approach required to establish
digital inclusivity needs to focus on five distinct thematic areas- perceivability, operability,
understandability, robustness and specific technical measures- each of which plays a pivotal
role in accommodating neurodivergent individuals within digital environments.

Perceivability withinthe context of digital design for neurodivergentindividualsrepresents
a multifaceted endeavor. The ultimate goal of enhancing perceivability is to make digital
content accessible in various forms that cater to diverse perceptual needs. Providing text
alternatives for non-text content exemplifies one avenue towards achieving perceivability.
For example, including transcripts for video content allows those with auditory impairments
to access the information, and providing alt text descriptions for images ensures that visually
impaired users can comprehend visual content through screen readers (Kous et al., 2020).
These text alternatives may further be converted into braille, speech, or large print, enhancing
accessibility across various mediums.

Similarly, time-based media such as videos and animations must be complemented
with alternatives like captions or sign language interpretation. A clear example can be seen
in educational platformsthat offer subtitled lectures, enabling both hearing-impaired individuals
and non-native speakers to follow the content more effectively. Also, the arrangement of content
on a webpage is essential in maintaining the integrity and structure of the information when
presented in different formats (Duarte & Fonseca, 2019). For instance, utilizing flexible grid
layouts ensures that content remains coherent when resized or rearranged for mobile viewing.
This flexibility caters to users who may require larger text sizes or specific color contrasts,
without compromising the overall structural integrity of the content (Lister et al., 2020).

Another pivotal aspect of perceivability lies in distinguishing between the background
and foreground to enhance both visibility and auditory comprehension. An illustrative
example can be found in websites that offer a ‘dark mode, catering to users who find
bright backgrounds visually straining (Willmore & King, 2023). Additionally, ensuring clear
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and distinct audio channels in multimedia content aids individuals who might struggle with
auditory processing, allowing them to differentiate between multiple sound sources easily.
Perceivability also entails multisensory engagement. For instance, incorporating tactile
feedback in touchscreen interfaces can provide valuable cues to individuals with visual
impairments. Haptic technology, which simulates touch sensations, represents an innovative
avenue that broadens accessibility by engaging multiple senses (Michelsanti et al., 2021).

Operability within the context of digital design signifies the capacity to engage with and
navigate digital content effectively. This concept encompasses various components, and it
is paramount for ensuring an inclusive experience for neurodivergent individuals and other
disabilities. A primary consideration within operability is the accessibility of all functionalities
through diverse inputs, not confined solely to a keyboard. This includes alternative input
methods such as voice commands, touch gestures, or eye-tracking technologies (Lowndes &
Connelly, 2023). For example, voice recognition software like Dragon NaturallySpeaking provides
individuals with mobility impairments the ability to navigate and control applications through
voice commands (Vickers et al., 2022). Meanwhile, adaptive technologies like eye-tracking allow
users with limited motor control to interact with digital content through eye movements.

Providing users with enough time to consume and interact with content is essential.
Considerabanking website that utilizes timed sessions for security purposes; implementing
features that allow users to request additional time ensures that those who may require
longer to read or navigate are not prematurely logged out. Furthermore, adjustable
playback speed in video content is a valuable feature, enabling users to consume media
at a pace suited to their comprehension and comfort (Seo et al., 2021). At the same time,
effective navigation is a cornerstone of operability. Incorporation of features such as
breadcrumb trails, clear headings, consistent navigation menus, and descriptive link texts
fosters an intuitive user experience. For instance, websites that provide ‘skip to content’
links enable screen reader users to bypass repetitive navigation links, facilitating quicker
access to the main content (Pham et al., 2023).

Careful attention must be paid to the design elements that might cause seizures.
The incident involving a Pokémon episode causing seizures in 685 children, as highlighted in
the Seizure Prevention Guidelines (1997), serves as a poignant reminder of the potential
risks associated with rapid flashing visuals or specific color patterns. Modern web design
guidelines often stress adherence to safe color contrasts and limiting the frequency of
flashing elements to avoid such health risks. Therefore, responsiveness to individual
user preferences further illustrates the depth of consideration required for operability
(Ferlazzo et al., 2021). Features like customizable font sizes, color schemes, or layout
options empower users to tailor the interface to their specific needs. For example,
platforms like BBC's My Web, My Way' allow users to set their preferences for text size,
color, and other display options, enhancing readability and comfort. In all, operability

1 https://goo.su/ynhV7
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within digital design transcends mere functionality; it embodies a user-centric approach
that acknowledges and accommodates the diverse needs and preferences of all users
(Proenca et al., 2021).

Understandability, in the context of digital design, denotes the ease with which users
can interpret, comprehend, and engage with the content. For individuals with cognitive
disabilities, including those with ASC, factors affecting understandability can profoundly
impact their experience and ability to navigate digital environments. The following
delineates various aspects of understandability, providing examples to illuminate their
significance (Zubala et al., 2021). For instance, ensuring that the text is easily readable
is foundational to understandability. Factors such as font size, typeface, line length,
and color contrast play crucial roles in readability. For example, websites employing
dyslexia-friendly fonts and sufficient spacing between lines cater to the unique reading
needs of individuals with dyslexia. Furthermore, adherence to WCAG (Web Content
Accessibility Guidelines) contrast ratios, as tested by tools like accessiBe, can make the
difference between text being legible or indecipherable for users with visual impairments
(Panda & Chakravarty, 2020).

Employing semantic headings and maintaining a logical structure contribute to
the ease of navigation and comprehension. Properly nested headings (e.g., H1 followed
by H2, H3) not only create a visual hierarchy for sighted users but also allow screen
readers to interpret the content’s structure, facilitating navigation for visually impaired
users. Additionally, clear section divisions and a consistent layout enable users to predict
where information is likely to be found, reducing cognitive load (Fayyaz & Khusro, 2023).
Along the same lines, Accessible Rich Internet Applications (ARIA) landmarks provide
critical support for assistive technologies, defining distinct regions of web content such as
banners, main content, navigation, and search. For example, by marking the main content
area with the ARIA role=»main», screen reader users can directly navigate to that section,
bypassing repetitive navigation links. This targeted navigation enhances efficiency and
comprehension for users relying on assistive technology (Blanco et al., 2022).

Providing clear guidance to prevent errors and aiding users in correcting mistakes
enhances understandability. For instance, an e-commerce site might employ real-time
validation on forms, highlighting incorrect fields and providing specific error messages
like «Invalid email format.» Such immediate feedback supports users in understanding
and rectifying errors without confusion or frustration. Ensuring that web pages operate
in a predictable manner minimizes confusion and cognitive overload. This can include
consistent navigation menus across different sections of a site, predictable responses
to user actions (such as clicking a button), and clear warnings for significant changes,
like opening a new window or tab. Automated tools such as Keros facilitate adherence
to understandability principles through features like color contrast analysis, ensuring
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that designers adhere to best practices and standards without requiring specialized
knowledge in accessibility (Teh & Ramli, 2023). Thus, understandability as a dimension
of digital design involves an intricate balance of visual aesthetics, content structure,
user guidance, and technological support. By employing practices such as semantic
headings, ARIA landmarks, and automated testing, designers and developers can create
digital environments that are not merely accessible but comprehensible and engaging
for all users, including those with cognitive disabilities (Blanco et al., 2022).

Robustness in digital design refers to the resilience and adaptability of a system
in providing a consistent user experience across various platforms and technologies,
including assistive tools. This attribute extends beyond mere functional operability
to encompass a nuanced integration of visual aesthetics and functional accessibility.
Here, an exploration of key elements that contribute to robust design is presented,
complete with examples to elucidate the practical implementation of these principles.
In designing for robustness, accommodations must be made for individuals who
may rely on one-handed keyboard navigation. This can include those with temporary
conditions such as a broken arm or more permanent disabilities affecting hand usage.
Websites and applications that support key commands, shortcuts, and tab navigation
enhance the user experience for this demographic. For instance, the application of
‘Sticky Keys' in operating systems allows sequential rather than simultaneous key
presses, facilitating one-handed operation. The application of this accessibility feature
in computing environments has garnered significant attention due to its potential
to enhance the user experience for individuals with physical disabilities or motor
impairments (Thompson & Copeland, 2020).

The provision of alt text for images ensures that content remains accessible to users
who rely on screen readers or have images turned off, as in some low-bandwidth
environments. Descriptive alt text, such as «A group of employees collaborating around
a conference table,» provides context and information, maintaining content richness
and meaning. This approach aligns with the principle of robustness, ensuring that visual
content remains perceivable across diverse user experiences. Likewise, incorporating
invisible labels for form elements enhances accessibility without disrupting visual design.
These labels are hidden visually but accessible to screen readers, enabling users with
visual impairments to understand and interact with forms. An example would be a login
form where the fields «<Username» and «Password» are visually hidden but still narrated by
assistive technologies (Gleason et al., 2020).

Tables can present complex data in an easily digestible format, but without careful
design, they can become a barrier for users with disabilities. Utilizing appropriate
table headers and ensuring proper row and column associations make the information
accessible to screen readers. Tools such as the ‘scope’ attribute within HTML define
relationships between headers and cells, making the information comprehensible for users
relying on assistive technologies. Robust design entails not only compliance with current
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technologies but also consideration of future advancements. Utilizing standard coding
practices, avoiding deprecated elements, and testing across various browsers and devices
ensure that content remains accessible and consistent over time. Moreover, compliance
with evolving standards like WCAG ensures alignment with best practices in accessibility
(Zhang & Balog, 2020).

Robustness transcends technical specifications to become a collaboration between
aesthetics and functionality. The seamless integration of visual design with user-centered
considerations reflects a holistic approach to accessibility that accommodates various
inputs, user preferences, and technological environments. By implementing strategies
such as one-handed keyboard accessibility, alt text, invisible labels, and standards-
compliant coding practices, designers and developers can create resilient and adaptable
digital experiences. Such robust design not only ensures legal compliance but also aligns
with ethical considerations, emphasizing the dignity and diversity of all users.

Specific Technical Measures, as the final thematic area in enhancing digital
inclusivity, encompass a variety of specialized techniques that serve to augment
accessibility. This domain represents a synthesis of components that require careful
attention to detail. In the realm of accessibility, comprehensive solutions must be tailored
to meet individual needs. Here, an exploration of specific technical measures, including
examples, helps to delineate this complex domain. To begin with, the Accessible Rich
Internet Applications (ARIA) suite provides a way to make web content more accessible
to people with disabilities. ARIA’s role, state, and property attributes can be added
to HTML, thereby enhancing the accessibility of JavaScript widgets like sliders, menus,
and dialog boxes (Chiou et al., 2021). For instance, by integrating ARIA roles such as
«slider» or «button,» developers can ensure that assistive technologies like screen readers
interpret these widgets correctly.

Other accessible considerations include adequate color contrast between text and
background is critical for individuals with visual impairments, including color blindness.
Tools such as the WebAIM color contrast checker can assess and ensure appropriate
contrast ratios, in line with WCAG guidelines. For example, ensuring that text color has
a 4.5:1 contrast ratio against its background can make reading more comfortable for
users with low vision (Frey & Mancilla, 2023). A similar consideration should be made on
social media platforms have become integral to modern communication, and accessibility
within these platforms is vital. Strategies such as providing image descriptions on Twitter?
or using camel case in hashtags (e.g., #DigitalAccessibility) enhance readability for
screen readers (Kausar et al., 2021). These practices enable users with visual or cognitive
disabilities to engage fully with social media content.

2 A social network blocked in the territory of the Russian Federation for disseminating illegal information.

866

https://www.lawjournal.digital




Journal of Digital Technologies and Law, 2023, 1(4) elSSN 2949-2483

This approach involves enhancing the HTML syntax with WAI-ARIA attributes
to provide additional accessibility information. Utilizing roles, states, and properties that
define accessible relationships between elements ensures compatibility with assistive
technologies. The realm of specific technical measures in digital accessibility requires
a nuanced understanding and careful execution of various strategies (Table 1). From ARIA
integration to social media accessibility, each component plays a vital role in crafting an
inclusive digital experience (Zulicek et al., 2021). By adopting these practices, developers
and designers can construct web content that is not only compliant with legal standards but
also responsive to the multifaceted needs of all users.

Table 1. Factors for Enhancing Digital Accessibility for Neurodivergent Individuals

Factor Associated Recommendations for Digital Accessibility

Perceivability - Provide text alternatives for non-text content (e.g., braille, speech).
- Offer alternatives for time-based media.
- Arrange content to allow different presentations without loss of information.
- Enhance background and foreground separation for visibility and auditory
comprehension
Operability - Ensure all functionalities are accessible via various inputs (keyboard, touch,
voice, etc.).
- Provide users ample time to consume content.
- Prevent design elements that may cause seizures.
- Facilitate navigation and content finding
Understandability — Ensure text readability and web page predictability.
- Employ semantic headings and utilize ARIA landmarks.
- Use tools like Keros for color contrast analysis
Robustness - Facilitate interaction through strategies like one-handed keyboard accessibility.
- Use alt text for images and invisible labels for form elements.
- Ensure compatibility with current and future user agents, including assistive
technologies.
- Use appropriate table headers and other design elements without altering visual

design

Specific Technical - Integrate ARIA for JavaScript widgets.

Measures — Ensure color contrast consideration, e.g., with WebAIM Color Contrast Checker.
- Enhance social media accessibility, including image descriptions and camel case
in hashtags.

- Provide links to skip navigation.

— Consider cognitive disabilities in design.

- Integrate WAI-ARIA into HTML syntax for compatibility with assistive
technologies

Inthe effortto create aninclusive and accessible digital environment for neurodivergent
individuals, an extensive consideration of the five salient factors — perceivability,
operability, understandability, robustness, and specific technical measures — offers
a structured approach to addressing diverse needs. The recommendations delineated
within this discourse illuminate the myriad dimensions that must be addressed to ensure
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the comprehensive inclusion of all users, regardless of their neurodivergent status.
Embracing such a multifaceted approach resonates with the broader commitment
to fostering inclusivity and equality in the virtual world. The confluence of visual
aesthetics, functional accessibility, and meticulous attention to detail encapsulates
a universally designed user experience that transcends mere compliance with existing
standards. The pursuit of these principles, illuminated through specific examples and
expert insights, establishes a foundation for designers, developers, and policymakers
to create a future where the digital realm is an extension of societal values of inclusivity
and empathy. The future of digital design lies in recognizing and embracing the inherent
diversity of human experience, and the articulated recommendations offer a blueprint
for such an enlightened path.

Conclusion

The analysis herein turns attention toward the significant concern of invisible disabilities
in the workplace and the implications surrounding Autism Spectrum Condition (ASC).
In doing so, the discourse emphasizes a critical examination of the current limitations of the
Americans with Disabilities Act (ADA) and contemplates the recommendations as detailed
in a specified article. This intricate synthesis culminates in an articulation of the next steps
for research, thus fortifying the understanding of this multifaceted subject matter.

Invisible disabilities in the workplace represent a complex challenge that often goes
unrecognized.Thesedisabilities,whichincludeconditionssuchasASC,arenotreadilyapparent
but can significantly impact the ability of an individual to function in a traditional workplace
environment. The ramifications of this issue extend to the broader theme of inclusivity, as
it poses the question of how workplaces can foster an environment where all employees,
regardless of any invisible disabilities, can thrive. Concerning the ASC, and neurodivergence
in particular, the nuances become more complex, particularly considering the broad range
of manifestations and how they might interact with the workplace environment. There
is a necessity to appreciate the unique strengths and challenges of individuals with ASC and
to create supportive structures tailored to these unique characteristics. This necessitates
an acknowledgment that the workplace must extend beyond mere accommodation and
work towards a more inclusive and embracing environment.

However, the limitations of the existing ADA legislation become evident within this
context. The ADA, although pioneering in its vision, has been found to be insufficient
in addressing the specific needs of those with invisible disabilities, including ASC.
The focus of the act on physical accessibility sometimes overshadows the nuanced
requirements of those with cognitive or developmental disabilities, leading to gaps
in accommodation and support. The recommendations outlined in the article under
consideration serve to address some of these gaps. These suggestions emphasize
a reevaluation of the existing legal framework, a call for more extensive collaboration
between employers and disability advocates, and the importance of creating supportive
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community networks. However, these recommendations are not without challenges, and
implementing them requires a careful and thoughtful approach that considers the complex
interplay of individual needs, organizational culture, and legal requirements.

The way forward, therefore, must entail a multifaceted research agenda that aligns with
the aforementioned challenges and recommendations. Future research should delve into
an empirical examination of workplace practices in accommodating invisible disabilities,
including ASC. There is also an immediate need for legal scholarship that critically evaluates
the effectiveness of ADA in the context of invisible disabilities and recommends possible
amendments or supplements. Additionally, an interdisciplinary approach, engaging with
fields such as psychology, sociology, organizational behavior, and law, will be instrumental
in creating a more nuanced understanding. Furthermore, collaboration with organizations,
disability advocates, and individuals with disabilities will provide a more authentic
and grounded perspective.
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Ha OCHoBe WMH(OPMAaLUMOHHOIO MOAXOoAA K 3aKOHOAATENbCTBY, KOTOPbIV
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PesynbTaThl: UcciefoBaHMe TeMbl NPUBENO K BbIBOAY O HEOOXOAUMOCTHU
nepeoLeHKU CYLLECTBYIOLUX NPaBOBbIX, 06LECTBEHHbIX U TEXHOOrMye-
CKUX Mapagurm. 3Ta nepeoLeHKa AoJ/KHa 6bITb HaleneHa Ha BbIpaboTKy
60/1ee NHKIJTF03MBHOW U f06pOXenaTeNlbHOW KOHLENLMN JOCTYMHOM cpeabl,
KoTopasi yuuTbiBana 6bl pa3sHoO6pa3ne YenoBEeUYECKOro onbiTa U NoTpe6-
HOCTeW, LUMPOKUI CNeKTp NOBeAEeHYECKMX U KOTHUTUBHbBIX OCO6EHHOCTEN.
CosfaHune ocobbix YCNOBMI Ha paboyeM MeCTe A1 UL C AIBHbIMU U CKpbI-
TbiMK Npo6rieMaMu Cco 3[0pPOBbEM A5l paboToaaTtens AOJIKHO CTaTb He-
OTHbEMJIEMOW YacCTbl0 €ro BHUMaHWsi Hapsigy C BOMPOCAMW MOBbILIEHUS
9 HeKTUBHOCTU yNpaBieHMS.

HayuyHasi HoBU3Ha: HeABHble (CKPbITble) MPO6/eMbl CO 3[0POBbEM Tpaan-
LIMOHHO He M3y4atoTCs B LO/HKHON Mepe, XOTSA OHM OXBaTbIBakOT Lie/bIf CNekTp
MCUXUYECKUX U DUBNYECKUX HaPYLLIEHUI, KOTOPbIE, KaK U ABHble NPo6/ieMbl
CO 34,0POBbEM, pasfinyatoTCcs Mo CBOEMY MPOUCXOXKAEHWNIO, UHTEHCUBHOCTY,
MOCTOSIHHOMY WSIM 3NM30ANYECKOMY XapaKTepy. [JaHHOe uccnefoBaHue Boc-
MoJiHAeT Npo6es B YacTu MoMcka OTBETOB Ha BOMPOChI 06 MHBANIMAHOCTM
Y ee NpaBoOBOA 3alUMTe C y4eTOM TpeHaa UmndpoBOi UHKITHO3UBHOCTH, ANHA-
MUWYECKOro XxapakTepa COBPEMEHHOMN TPYAOBOW AEATENbHOCTM U LUMPOKOIro
creKTpa cnocobHoCTel U noTpebHoCTeN nofein.

MpakTuyeckaa 3HAaYMMOCTb. pacCMaTpUBaeMble B UCCIef0OBaHNM acnekThbl
CKPbITON WM NAaTEHTHON WMHBaANMAHOCTU MO3BONSOT B3rNsAHYTb Ha Npobie-
MY 3aHSITOCTU C MHOW TOYKM 3peHus], obpalLiast 0co60e BHUMaHMeE Ha yCIoBUS,
KOTOpble MOXHO 6b110 6bl cO3AaTh Ha paboymx MecTax. PaboTogartenu yale
BCEro MOryT He O0CO3HaBaTb HEOBGXOAMMOCTM CO34aHUsi OCO6bIX YCOBUM
TpyAa N1uaM Co CKpbITbIMK NPo6rieMamMu Co 300POBbEM, B pe3ysibTaTe Yero
yBennumBaeTcsl 6e3paboTuLia, pacTeT YMCIO BOMbHUYHBIX; OrpaHMYMBatOTCS
BO3MOXHOCTW Ha pabodyemM MecTe U MHoroe apyroe. COTPYAHMKM 4acTo He
CTPeMSATCH MO CBOEMY XKENAHUIO pacKpbiBaTb paboTofgaTensiM MHPopmMaLmto
O CBOMX HEOYEBWUAHbIX NpobnemMax co 340POBbEM, NO3ITOMY paboTogartenu
[OOMKHbl COAENCTBOBATb PACKPbITUIO Takol MHhOPMaLIMK, Co31aBas HEOHXO-
OVMble ycnoBus Ans aToro. Takol noaxog 6yaeT cnocob6CTBOBaTb NPaBOBOM
3alMTe AaHHOM KaTeropuu paboTHUMKOB U AalibHeAweMy pasBUTUIO CyLLe-
CTBYHOLLIEr0 3aKOHOZATENIbHOro Pery/iMpoBaHusi, KOTOpPOe He BMoJiHe OTBe-
YaeT COBPEMEHHbBIM MOTPEBHOCTSIM U U3MEHUBLLENCA peasibHOCTU.
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Abstract

Objective: this article aims to answer the following questions: 1. Can
generative artificial intelligence be a subject of copyright law? 2. What risks
the unregulated use of generative artificial intelligence systems can cause?
3. What legal gaps should be filled in to minimize such risks?

Methods: comparative legal analysis, sociological method, concrete
sociological method, quantitative data analysis, qualitative data analysis,
statistical analysis, case study, induction, deduction.

Results: the authors identified several risks of the unregulated usage
of generative artificial intelligence in the creative industry, among which
are: violation of copyright and labor law, violation of consumers rights
and the rise of public distrust in government. They suggest that a prompt
development of new legal norms can minimize these risks. In conclusion, the
article constants that states have already begun to realize that the negative
impact of generative artificial intelligence on the creative industry must not
be ignored, hence the development of similar legal regulations in states with
completely different regimes.
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Scientific novelty: the article provides a comprehensive study of the impact
of generative artificial intelligence on the creative industry from two
perspectives: the perspective of law and the perspective of the industry.
The empirical basis of it consists of two international surveys and an
expert opinion of a representative of the industry. This approach allowed
the authors to improve the objectivity of their research and to obtain results
that can be used for finding a practical solution for the identified risks.
The problem of the ongoing development and popularization of generative
artificial intelligence systems goes beyond the question “who is the author?”
therefore, it needs to be solved by introduction of other than the already
existing mechanisms and regulations — this point of view is supported not
only by the results of the surveys but also by the analysis of current lawsuits
against developers of generative artificial intelligence systems.

Practical significance: the obtained results can be used to fasten
the development of universal legal rules, regulations, instruments and
standards, the current lack of which poses a threat not only to human rights,
but also to several sectors within the creative industry and beyond.
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Introduction

In the year 2023, even those who never showed interest in the development of generative Al
systems have encountered with the results of their negative impact on the creative industry
due to the strike of The Screen Actors Guild-American Federation of Television and Radio
Artists (the SAG-AFTRA) and the Writers Guild of America (the WGA) strike, which have
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already resulted into delay of releases of highly-anticipated products’ and, allegedly, can
change the entire industry in the foreseeable future?.

It is safe to say that the named strikes have influenced the academic and legal view
on the use of generative Al: from the attempts to establish whether generative Al can be
seen as a creator and how to protect Al-generated outputs (Wan & Lu, 2021) they have
switched to the study of its impact on artists livelihoods (Sparkes, 2022) and discussion
of requirements to responsible generative Al systems (Diaz-Rodriguez et al., 2023).

Taking into account the results of previous research works, the authors of this article
identified the need of conducting a comprehensive analysis of possible risk connected to the
unregulated use of generative Al. In order to reveal whether it is actually an existential threat®
to the creative industry, they employed a number of multidisciplinary methods, conducted
two surveys on ethics of the use generative Al in the creative and cultural industries, and
invited a representative of the creative industry to provide an opinion on the subject where
needed. Hence, the title of this article.

The article is separated in two chapters “The voice of law” and “The voice of the industry”
and includes results of the conducted surveys, statistics, results of comparative legal
analysis and case study etc.

In conclusion, the authors state that despite the current lack of international legal
regulations of the usage of generative Al systems in the creative industry, states have
already been coming up with fairly similar law projects the final goal of which is to increase
the accountability of companies that produce and/or own generative Al systems, the key
here is to adopt and enforce such regulations promptly in order to reduce the identified risks
and prevent possible harm.

1. The voice of law

The attempts to invent a robot that would be able to create something aren’t new. In
fact, the first robots that were imitating the creative process were introduced over
500 years ago and it immediately raised the question about whether or not they could
replace actual human beings®. In the 18th century, they became known as “automatons”
and gained an enormous popularity — this is when Jaquet Droz produced his famous
automatons that were drawing pictures, playing musical instruments and entertaining

Kelley, S. (2023, September 19). All the major movies and TV shows delayed by the strikes. Los Angeles
Times. https://clck.ru/36n37w

2 Belloni, M., & Shaw, L. (2023, September 18). The Strike's Permanent Damage: Who Will Suffer the Most?
The Ringer. https://clck.ru/36n38d

3 We're Fighting for the Survival of Our Profession. SAG-AFTRA Strike. https://clck.ru/36n39G
Marvellous machines: early robots. (2018, November 20). Science Museum. https://goo.su/Scuk
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public in other ways by doing that they were programmed to do®. It would be fair to say
that generative Al systems function more or less similar to those early robots — they do that
they were programmed to do by employing various techniques to generate a product based
on the data used to train them. And yet for years scholars have been asking the question
not that different than 3 centuries ago — “Can generative Al be a creator?” (Somenkov,
2019). Usually, this question is immediately followed up by another one — “Can products
of generative Al be an object of intellectual property rights and copyright law?” (Agibalova
& Perekrestova, 2020). Responses to these questions vary. But this alone proves that the
current legal status of generative Al systems is uncertain (Stokel-Walker, 2023). Here, we
tend to support the opinion that questions about the relationship between humans and
machines in the creative process and those about the shifting character of the network
of relevant stakeholders implicated in this process are more important because responses
to the others can be found in the existing legislature of most countries (Fenwick & Jurcys,
2023). Nevertheless, it's worth-mentioning that there are exclusions such as China and New
Zealand. Should we take a look at Chinese lawsuits and court resolutions, we might notice
that this country tends to practice a mixed approach towards the recognition of an object
of copyright law — Y. Wan and H. Lu in their research work provides two examples of it:
1) Beijing Film Law Firm vs. Beijing Baidu Netcom Science & Technology Co Ltd, where
the Beijing Internet Court concluded the object of the dispute was completely generated
by Al and therefore, could not be protected by copyright; 2) Shenzhen Tencent Computer
System Co Ltd vs Shanghai Yingxun Technology Co Ltd, where the Nanshan District Court
of Shenzhen analyzed the actions taken by an actual human in the process of generation
the object of the dispute and ruled that the output of it was protectable under the Copyright
Law of China (Wan & Lu, 2021). New Zealand, in their turn, has chosen a completely
different approach — according to the section “Interpretation” of their Copyright Act (1994),
“computer-generated, in relation to a work, means that the work is generated by computer
in circumstances such that there is no human author of the work”¢, so theoretically,
according to the logic of this norm, generative Al can be a subject of copyright and its
products — objects of copyright law. However, Article 5 “Meaning of authorship” doesn't
add it on the list of possible authors, more other, it says that “the author of a work is the
person who creates it"7, which again causes the uncertainly of generative Al's legal status.

In Russia, no special legal regulations for the use of generative Al in the creative
industry have been developed yet, but for the goal of this research it is important to study
recommendations and commentaries provided by legal advisors and lawyers in regards
of the cooperate protection of generated products. Some of them insist that it's high time

5 DNA. Jaquet Droz. https://clck.ru/36ngDJ

6 Copyright Act 1994 No. 143. Version as at 31 May 2023. (2023). Parliamentary Council Office. https://clck.
ru/36n3Ds

7 \bid.
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the country developed new mechanisms and institutions to put generative Al systems
under control®, whereas others consider the current legal norms being enough to respond
to the new challenges associated with the development of the named technologies and
their usage®. Recommendations provided in open sources for businesses in regards
of employing generative Al systems should also be a matter of our interest. For instance,
Semyonov A. (IT Moscow Digital School) suggests that products generated by Al are not
objects of copyright law and thus, can be freely use for commercial purposes™®. Yu. Brisov
(Digital & Analogue Partners) represents an opposite point of view and recommends
to carefully study terms and conditions provided by creators of each of the generative Al
systems because according to them, not users but owners or creators such a system can be
subjects of copyright law and that applies not exclusively to the use of Russian generative
Al systems''. And indeed, YandexArt, for instance, restricts any commercial use of images
and texts generated with their system, moreover, according to their terms and conditions,
products generated in the application “Shedevrum” can be used for commercial purposes
by the company itself'2. Oddly enough, in the press-release of the mentioned application,
no such information is provided, furthermore, it creates quite the opposite impression’3.
Lawyers of the United States and the United Kingdom also tend to publically express
their opinion on the matter. Joseph Saveri Law Firm on their official webpage claims that
products generated with the use of Stable Diffusion, DreamStudio, DreamUp, and Midjourney
“infringe on the rights of thousands of artists and creators” and cause nothing less than
an actual “financial burden”4. This notion corresponds with the comments provided by
D. Lee (BDB Pitmans), in which he highlights that even the lack of adequate terminology
in case with the use of generative Al systems can be harmful, the lawyer also highlights
that it can be “challenging to demonstrate tangible harm” due to the specifics of the training
process of such systems, additionally, he suggests that the use of generative Al systems
can violate the moral rights of human creators on whose works those systems were
taught because “the Al’s unauthorized use of their work might alter its meaning, potentially

Reshetnikova, A. (2019, October 29). A creator or a tool in the author's hamds? Advokatskaya Gazeta.
https://clck.ru/36n3Ge

A brain twister: jurists’ glance at artificial intelligence. (2023, April 20). Advokatskaya Gazeta. https://clck.
ru/36n3HJ

Kildyushkin, R. (2022, July 13). It became known who owns copyright to images created by neural networks.
Gazeta.ru. https://goo.su/ERA4I

10

11 Brisov, Yu. (2023, May 25).May one use the creative works of neural networks in business? Bisnes Secrety.

https://clck.ru/36n3KB
12" Terms of us of Shedevrum. Yandex. https:/clck.ru/3663j8
13 yandexArt. Ya.ru. https://clck.ru/36n3L9

14 Al Image Generator — Copyright Litigation. Joseph Savery Law Firm. https://clck.ru/36n3LZ
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damaging their reputation or the work’s artistic value” (the right to object to the derogatory
treatment of their work), then he adds, that under the current laws the use of copyright-
protected material for training generative Al can be seen as “fair"1°.

A special say has the United States Copyright Office. According to their decision from
February 21, 2023, Al-generated works cannot be a subject of copyright, furthermore, they
rescinded the first original registration of a work generated with the use of Midjourney
(Kristina Kashtanova's comic book) and recognized as object of copyrights law only its
text and “selection, coordination, and arrangement of text created by the author”, but not
the generated images'®. The UK Court of Appeal takes a similar to the US Copyright Office
position — according to their recent decision, generative Al systems cannot be inventors
and therefore their products cannot be considered objects of patent law'’.

The position of Australia towards the use of generative Al systems also cannot
be ignored — the Albanese government, for example, considers generative Al systems
an existential threat due to their ability to produce “deep-fakes”, multiply disinformation
and influence the democratic processes in other ways, hence the recent discussion
of either banning or putting them under control'®. Meanwhile, according to the recent
survey conducted by BlackBerry Limited, 93 % of Australian companies are currently
implementing or considering the implementation of bans on generative Al systems
within the workplace because they see them as a threat to both security and reputation®.
BlackBerry Limited in their research?? also demonstrates that this trend is global and 75 %
companies worldwide share the Australian point of view on these digital technologies
despite admitting the fact that they could be a useful instrument.

In order to understand a possible negative impact of the use of generative Al systems,
two of the House of Common’s committees conducted comprehensive investigations, the
results of which were reported earlier this year?! 22: both of the reports revealed a real
possibility of violation of copyrights, intellectual property rights, labor rights and the threat

15 Al authors — what a US lawsuit could mean for UK IP law. (2023, August 10). The Trademark Lawyer.
https://clck.ru/36n3PR

16 Re: Zarya of the Dawn (Registration # VAu001480196). (2023, February 21). United States Copyright Office.
https://clck.ru/36n3Pk

17" Neutral Citation Number:[2021] EWCA Civ 1374 Case No: A3/2020/1851. British and Irish Legal Information
Institute. https://clck.ru/36n3Qb

18 gafe and responsible Al. (2023, June 1). Ministry for Industry and Science. https://goo.su/rs4z

19 Organisations in Australia set to ban ChatGPT and generative Al apps on work devices. APDR — Asia-
Pasific Defense Reporter. (2023, August 14). https://clck.ru/36KzZWP

20 \Why Are So Many Organizations Banning ChatGPT? (2023, August 8). BlackBerry. https://clck.ru/36n3S4

21 UK Parliament. (2023). Connected tech: Al and creative technology: Eleventh Report of Session 2022-23.
https://clck.ru/36n3Sf

UK Parliament. (2023). The governance of artificial intelligence: interim report: Ninth Report of Session
2022-23. https://clck.ru/36n3TN

22
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of mass-production of disinformation, “deep-fakes” and other illegal content in case
of the current legal gaps, including the abstractive terminology, will not be filled in the
nearest future. All in all, the recommendations provided in the first report?® correspond
with recommendations of The UK Intellectual Property Office — the UK legislation needs
to be change in order to be able to adequately response to the challenges causes by
the development of digital technologies?4. The results of the named investigations were
used to formulate a list of social harms that can be caused by the on-going unregulated use
of generative Al systems, among which are: degradation of information environment; labor
market disruption; bias and representational harms?2°.

Still and all, up to this day, China is the only country that has already regulated the
use of generative Al systems, hence the importance of analyzing their approach. Article 7
of “The Interim Measures for Generative Artificial Intelligence Service Management”, that came
in force earlier this year, obliges to train generative Al systems only on ethically-sourced data
in order to prevent any possible violation of copyrights or intellectual property rights, whereas
Article 12 obliges providers of generative Al services to label their products as such?é. Chinese
lawyers clarify that according to the new rules, providers are also required to label data in the
process of research and development?’, additionally, they prove that public commentaries
on the draft of these measures were taken into account?®. And in order to make the enforced
regulations work, the National Information Security Standardization Technical Committee
released “Network Security Standard Practice Guide—Generative Artificial Intelligence Service
Content Identification Method” that in details provides information on how products of
generative Al should be labelled, why it needs to be done??. Thus, the fair claim that China is
the pioneer in legal regulations of the usage of generative Al systems.

2. The voice of the industry

The analysis of the current attempts to regulate the use of generative Al systems shows that
the UK and China try to take into account the voice of the industries (both — the creative
and the cyber ones) and consumers of their products. In fact, the voices of human creators

23 UK Parliament. (2023). Connected tech: Al and creative technology: Eleventh Report of Session 2022-23.
https://clck.ru/36n3Sf

24 PO Transformation programme: second consultation. (2023, August 22). GOV.UK. https://clck.ru/36n3zQ

25 Al safety summit. Department For Science, Innovation and Technology. https://clck.ru/36n3zq

26 7 RN TR BE IR S BT AT A0 oT 1994 N2 143 // [H 5 H I (E A 2. (2023). - 55159 10.07.2023.
https://goo.su/fbbG

Regulatory and legislation: China’s Interim measures for the Management of Generative Artificial
Intelligence Services officially implemented. (2023, August). ¥4£7k i 4 [E. https://clck.ru/36n43s

28 (Cai, R., & Zhu, W. (2023, July 14). Comparative Analysis of China's New Generative Al Regulations. Zhong
Lun. https://clck.ru/36n44e

29 g 2 AR SE AR R — 2R RN TR BE IR 55 P9 PRI T 12 - 2023 N2 TC260-PG-20233A. (2023). 4 [H {7
LRTMEFARZ 2R 4b. https:/goo.su/Gl6Shf1
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have become so laud recently that even the Senate of the USA had to listen to them?3°.
Lawsuits, congressional hearings and, of course, the strikes — all of these can be considered
signs of a growing public, or to be more precise - political public distrust. And indeed, when
nationals of a country feel uncertain about their future (Kiiciikkomirler & Ozkan, 2022),
feel that they have been “left behind” (Stroppe, 2023) or consider their government being
unable to take appropriate legal actions in order to reduce the risks that those nationals
see as an expectational threat, they tend to take actions such as strikes, protests and rallies
(Torres & Bellinger, 2014). And certainly, it doesn’t help the situation when media giants
like Time release information about corporations like OpenAl lobbying their interests to
“water down Europe’s Al rules”®' and succeeding in it2. Furthermore, it seems that usual
negotiators, whose entire purpose of existence of which is to represent lawful interests of
the creative industry, have been doing the exact opposite®3. On top of that, leaders of opinions
such as Alex Winter, also publicly express their political distrust, accusing the government
of being “captured by BigTech” and calling The People’s Summit®** more essential than the
Al Safety Summit33, which, in their opinion, will only worsen the situation because for the
governments “it's impossible to protect their citizens”3¢. Hence, the importance to study
the opinion of the creative industry and consumers of its products, which, in this article are
expressed in the results of two international surveys and provided by the co-author of it -
Jordan J. Lloyd (written in italics).

The surveys were conducted on social media and Telegram from July 11 to October 11,
2023.

Geography and of the surveys:

103 of 117 the English-speaking responders provided information about their residency -
according to the responses, they represent 21 countries such as: The US, The UK, Argentina,
Canada, Belgium, Germany, France, Norway, Netherlands, Turkey, Denmark, South Africa,
Chile, Czech Republic, Serbia, Australia, Austria, Italy, Ireland, New Zealand, Sweden (Fig. 1),
whereas the absolute majority of them work in the creative/cultural industry — 85.5 %, and
only 14.5 % of the English-speaking responders are consumers of its products (Fig. 2).

30 Artificial Intelligence and Intellectual Property — Part II: Copyright. Subcommittee on intellectual property.
https://clck.ru/36n3aE

31 Big Tech Is Already Lobbying to Water Down Europe’s Al Rules. Time. https://clck.ru/36n3ak
32 Exclusive: OpenAl Lobbied the E.U. to Water Down Al Regulation. Time. https://clck.ru/36n3bJ
33 We're Fighting for the Survival of Our Profession. SAG-AFTRA Strike. https://clck.ru/36n39G
34 The People’s Al Summit — The citizens. YouTube. https://clck.ru/36n3ch

35 Al Safety Summit: introduction. GOV.UK. https://clck.ru/36n4AB

36 Al's threat to democracy and labour looms large. UK’s ‘doomsday’ Al summit is poised to make things
worse. Big Issue. https://clck.ru/36n3dx

887

https://www.lawjournal.digital




Journal of Digital Technologies and Law, 2023, 1(4) elSSN 2949-2483

4 N\
Optional question: What country are you from?
103 responses
20 19 (18,4 %)
15
11 (10,70%)
10 9 (8,7 %)
8 (7,8 %) I
5(49%) 5(49% 5(4,9 %
; ( ) ( ) ( 4)( 3.9 %) 7 I :
9% 30(2,98)(2,98%)81(2,9 %)
1%1%1%1%1%1%1%1%1% 1% 1%1%1%1%1%1% 1%
0 .
Argentina Czech Republic Italy South Africa, w... us United States, li...
Belguim France Norway Turkey (Tiirkiye) United Kindom
NS J
Fig. 1
4 N\

Do you work in the cultural or creative industry (artist/translator/musician/journalist/
actor/writer/designer/content maker/other kind of creator)?

117 responses

® Yes
No

NS J
Fig. 2

31 of the 36 Russian-speaking responders also provided such an information and
according to their answers, they represent 4 countries: Russia— 90.4 %, Moldova — 3.2 %,
Poland — 3.2 % and Latvia — 3.2 %, and the absolute majority of them are involved in the
creative industry too — 72.2 %, while 27.8 % of the Russian-speaking responders are
consumers of their products.

Ethics of the surveys: the surveys were anonymous; all of the responders were informed
about the possible use of their responses for academic purposes.

2.1. Generative Al as a subject of copyright law, products of generative Al
as objects of copyright law

In the previous chapter, we established that neither academics nor law-makers don’t have
a universal understanding of whether we can consider generative Al a creator. Mr. Lloyd
provided here his point of view, according to which, generative Al cannot be seen as such:
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“Copyright Law as written covers expressions created by human endeavour. As noted, the
creation of prompts is based on human imagination, but the resulting process and generated
asset is not, therefore cannot be copyrighted if we accept the prevailing mindset. | akin
Generative Al to a form of gambling, like a slot machine at a casino. Spinning the reels
creates variations, where you can lock in certain variations you like, then spin the reel again
to achieve a more desirable result. This is, more or less, how prompters work when utilising
Generative Al". The question that always follows the discussion about the legal status
of generative Al is whether we can protect products generated with the use of it as objects
of copyright law and intellectual property rights. Again, as we established earlier, under
the letter of law it is possible in several countries. But the question is — should we do it?
“No, or at least, it should have a new form of copyright / intellectual property (IP) protection
framework to cover assets generated by Al as a distinctly separate entity from existing
copyright law. The existing copyright framework is not perfect but it is well established,
benefiting creators and IP businesses alike. The protections and reimbursements offered
by the existing system are of course, under threat from the deluge of Al generated assets.
| read somewhere that it took just nine months to generate as many ‘new’ artworks as there
have been in the entirety of recorded history. Clearly, copyright and IP legislation will
need to act fast in order to protect original creators”.

These questions were asked in the surveys and the results clearly indicated a view
common within the creative industry and consumers of its products: 65 % of the English-
speaking responders don't think that products of generative Al should be protected by
copyright law (Fig. 3) and the same percentage don't consider that products of Al should
be protected by intellectual property rights (Fig. 4), whereas 11.1 % think products
generated with the use of Al should be protected by copyright law (Fig. 3) and 9.4 %
suggest that such products should be protected by intellectual property rights (Fig. 4).

e N )
Should works generated with Al be Should works generated with Al be
protected by copyright? protected by intellectual property rights?

117 responses 117 responses

® Yes ® Yes
No No
Not sure Not sure
J J
Fig. 3 Fig. 4
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The Russian-speaking responders answered to the same questions and 61.1% of them
consider that such products should be protected neither with the copyright law (Fig. 5) nor
by intellectual property rights (Fig. 6). However, 25 % of the Russian-speaking responders
think that products of generative Al should be protect as objects of copyright law (Fig. 5) and
the same percentage of them suggest that products of generative Al should be protected by
intellectual property rights (Fig. 6).

e N 7 N
Should works generated with Al be Should works generated with Al be
protected by copyright? protected by intellectual property rights?

36 responses 36 responses

13,9 %

® Yes ® Yes
No No
Not sure Not sure
25 %
\_ J J
Fig. 5 Fig. 6

Another question that is yet to be answered both by creators and consumers, do
generated products have artistic and cultural value? And can they actually be valued as
much as products of creative human expression? “That's a very good question. For me the
issue is that the average person will soon not be able to tell the difference between the two.
Creative endeavours are subject to personal preference and opinion. For me, | am now far more
interested in the process of creation and the addition of context and human imagination when
I engage with a piece of work, and the savvy creators will incorporate videos of their process
as a form of authenticity marker to their audience. Even the most unscrupulous ‘prompt artist’
cannot do that. And they have certainly tried”. Art critics also have a say here: some of them
compare artworks generated by Al systems to those produced by monkeys for both lack
“intentionalism” (Fadeeva, 2023), others — consider a mixture of digital technologies and
traditional art a new reality (Stepanov, 2022; Bylieva & Krasnoschekov, 2023) and some claim
that the use of such technologies is nothing but another step towards dehumanization and
demonstrate that an ordinary person not always understands which artwork is human-made
and which is generated by Al (Panteleev, 2023).

890

https://www.lawjournal.digital




Journal of Digital Technologies and Law, 2023, 1(4) elSSN 2949-2483

2.2. Plagiarism, violation of copyrights and other risks

Another two claims that we need to discuss is whether generative Al can cause unfair
competition and whether or not the industry actually considers that producers and owners
of generative Al systems violate copyrights3®”.

“Yes, on both counts. As the numerous lawsuits and litigations filed earlier this year attest
to, the developers of these platforms have to a greater or lesser extent, known about the
existence of vast numbers of copyrighted material in their Al datasets. This is the big elephant
in the room so to speak. Without exaggeration, the use of copyrighted material on this scale
is so large and unprecedented it is almost an abstract entity, which makes it in some cases
difficult to prove. But the proof is certainly out there.

The other side of the equation too is compensation. Creatives are being replaced, as
simple as that. There are too many numerous examples to count, but there is a substantial
material impact on the creative industries, which has traditionally been underpaid and relies
largely on a patronage model. | always thought creatives were the canaries in the coal mine,
so to speak. If left unchecked and unregulated, then there will not be many industries which
would not be materially affected in some way by Al.

A couple of things to note here: one is this populist notion that creative people are Luddites
who are against technology. | don't believe that rhetoric for a moment. It is not the technology
that is the issue, it is the abuse of it as | noted earlier. Automation in factory work is arguably
necessary as repetitive tasks in particular environments pose a risk to life. The same cannot
be said for automating the culture we collectively view as sacred, and like any medium, can
be turned to nefarious ends. So therefore, it's not just a question of copyright, but also of the
impact of how the technology affects us in our day to day lives”.

All of the above can be supported by the demands of SAG-AFTRA38 and WGA3? strikes
and those of the Authors Guild*® as well as by lawsuits against producers of generative Al
systems such as: 1) Sarah Andersen’s, Kelly McKernan’s and Karla Ortiz’ class action versus
STABILITY Al LTD, Delaware corporation and DEVIANTART#?; 2) Authors Guild v. OpenAl
Inc., where the most notorious claim is that OpenAl doesn't even deny that they train their
systems of materials protected by copyright?2.

The opinion expressed by the English-speaking respondents correlates with itt0o: 72.5 %
of the English-speaking responders agree that producers of generative Al systems violate
copyrights, whereas 11.1 % of them disagree with this notion (Fig. 7). Even more — 76.9 %

37 Case updates. Stable Diffusion litigation. (2023, October 31). https://clck.ru/36n4fM

38 We're Fighting for the Survival of Our Profession. SAG-AFTRA Strike. https://clck.ru/36n39G
39 WGA Contract 2023. Summary of the 2023 WGA MBA. https:/clck.ru/35shcD

40 Artificial Intelligence. The Authors Guild. https://clck.ru/36n4h8

41 United States District Court Northern District of California San Francisco Division. Stable Diffusion litigation.
https://clck.ru/36n4hr

42 Authors Guild v. OpenAl Inc. (1:23-cv-08292). Court Listener. https://clck.ru/36n4mC
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of the responders believe that such companies violate intellectual property rights, however,
14.5 % express the opposite opinion (Fig. 8).

a N N
Do you agree that creators of image/ Do you agree that creators of image/
text/video/sound generators violate text/video/sound generators violate
copyrights? intellectual property rights?

117 responses 117 responses

11,1 % 8,5 %

16,2 % . Ag ree 1415 % . Agree
Disagree Disagree
Not sure Not sure
\ L J
Fig. 7 Fig. 8

The Russian-speaking audience demonstrated the opposite trend — 50 % of it don't
think that producers of generative Al systems violate copyrights (Fig.9) and 58.3 %
disagree on the notion that such companies violate intellectual property rights (Fig. 10).
Only 19.4 % of the Russian-speaking responders share their foreign colleagues’ point of
view on violation of copyrights by producers of generative Al systems (Fig. 9) and only
16.7 % support the opinion about violation of intellectual property rights by such companies
(Fig. 10). In both cases, a big percentage of responders are not sure about their positions -
it's 30.6 % (Fig. 9) and 25 % (Fig. 10) respectively.

4 N\ N\
Do you agree that creators of image/ Do you agree that creators of image/
text/video/sound generators violate text/video/sound generators violate
copyrights? intellectual property rights?

36 responses 36 responses

30,6 %

@ Agree @ Agree
Disagree Disagree
Not sure Not sure
19,4 %
NS J J
Fig. 9 Fig. 10
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The SAG-AFTRA strike made it perfectly clear: they consider Al an existential threat
to their profession, thus the slogan “We're fighting for the survival of our profession” and
what they mean is generative Al systems allow studios to hire an actor for one working
day, pay them a minimum wage but then reproduce the image and the voice of this actor
whenever and however they want*3. Hence, another question — will the creative industry
survive the impact of such a mass-usage of generative Al systems? Or it is a real threat that
should not be ignored before it is too late?

“In my line of work, I've seen other practitioners charge good money to effectively run
photographs through Al filters and call it the finished result. In order to adapt, I've leaned into
the process and the contextualisation of the work as the primary generators of value, because
it is an authentic representation of human endeavour.

The threat has already been and gone, and my niche industry trained. However, as the
adage goes: you get what you pay for. There will always be a demand for human led curation,
restoration and contextualisation in my particular field, and it has led to some interesting
developments on how to make revenue by drawing on your strengths, rather than compensate
for weaknesses. Generative Al simply cannot replicate many of the processes we've set up.
We'll quietly do our own thing, and leave it at that” — comments Mr. Lloyd.

The opinions shared by the English-speaking responders are a bit less optimistic -
60.7 % suggest that generative Al poses a real threat to the creative industry’s jobs, 18.8 %
disagree with them, 17.9 % aren't sure and 2.6 % claim that they have already been replaced
with generative Al (Fig. 11).

Again, the Russian-speaking audience showed the directly opposite trend: 75 %
of the responders don't see generative Al as a threat to the industry, 16.7 % do, 8.3 % aren't
sure and none of the responders have been replace with generative Al yet (Fig. 12).

4 N N
Do you think Al will replace cultural/ Do you think Al will replace cultural/
creative industries jobs? creative industries jobs?

117 responses 36 responses

18,8 %
17,9 % ® Yo ® Yes
No No
No sure No sure

@ Alhasreplaced
my job already

@ Alhasreplaced
my job already

- J
Fig. 11 Fig. 12

/

43 We're Fighting for the Survival of Our Profession. SAG-AFTRA Strike. https://clck.ru/36n39G
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It is worth-mentioning that the responses of the Russian-speaking audience correlate
with the general view of the Russian creative industry on these technologies — they tend to see
it only as an instrument and make philosophical commentary that instruments do not have a
soul and therefore, cannot be a creator — meaning, they will never be able to replace human
creators#4. But does it mean there can be benefits of using generative Al as an instrument in
the creative industry? “First and foremost, it's important to make some distinctions which are
being conflated in the discussions about Al today. Fundamentally as an aid or tool in specific
applications, Al processes make things possible which were not possible before, and they are
specific to particular workflows. In my career working with archive visual material — such as
photographic scans — upscaling to a larger resolution is only possible with the use of Al. There
are other workflows which are highly specialised where the application of Al as a tool or aid is
simply part of much longer technical process.

The problem arises when users conflate the idea of an ‘aid’ or ‘tool’ with the wholesale
creation of a new piece of material, whether or not its a piece of artwork in the style of a living
artist, or a piece of prose generated from a few text prompts. This ‘generative’ usage of an
Al process is different to the usage | described above. It is not an aid for example to create a
Derivative or Transformative Work in my opinion, merely an imitation of something created by
someone else.

To put it another way: there's a spectrum between *use* and *abuse?*. I've had many
discussions with creatives about the use of Generative Al. | know one artist who uses
Midjourney to simply generate some different compositions around a subject, and then picks
one to then as a visual reference for an entirely original work done by hand. | can imagine that
would be a timesaver when faced with commercial deadlines, and to me, an acceptable use
of the technology.

Let's compare that with an instance | can think of where a self-published author won a prize
based on their cover art, only to discover the artist had charged a considerable sum of money
to create a cover featuring entirely Generated art collaged together. It is arguable whether or not
the generated art could really be considered a Derivative or Transformative Work as something
like that under UK law requires ‘itself [to] be an original work of skill, labour and judgement’.
Further, ‘minor alterations that do not substantially alter the original would not qualify.

In the case of the book cover artist, it could be argued the only creative act involved
was the final arrangement of composition of the generated assets. In the case of my artist
acquaintance, the process of creation was entirely by human hand and imagination.

From a generative standpoint: the only possible way | can think of for it to be truly ethical
is if the dataset was only based on original works that you have provided, or taken from the
Public Domain. Sadly, as we all know that is not the case”.

44 At Gorkiy fest, the problem of neural networks participation in cinematography was discussed. Bulleten
Kinoprokatchika. https://clck.ru/36n4pf
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Again, all of mentioned points can be supported by the results of the investigations
conducted by the House of Commons earlier this year — the experts participated in them
expressed the concern of the abuse of generative Al technologies that becomes possible due
to the identified legal gaps and include the rise of plagiarism, replacement human creators
with generative Al and violation of other rights, however, they also suggested to encourage
the use of Al technologies (not just the generative ones) in the industry because of their
enormous potential, but only when such technologies are going to be used ethically4s 46,

As another case of abuse of the generative Al technologies, we can provide an example
of the most recent and quite scandalous Russian lawsuit — Alena Andronova against the
Tinkoff bank. A dubbing actress, she recorded her voice for the bank needs but then it got
synthesized and used by a third party to dub several types of illegal content that, allegedly,
resulted in her losing contracts#’.

And what are otherrisks the industry has been facing due to the mass-usage of generative
Al technologies? “As noted, unscrupulous actors simply wanting to cash in on an industry
which is small but perpetually of great interest to the public. Many historians rightfully are
alarmed at the decontextualisation of historical material and the lack of attribution. | agree
with them in this respect. I'm not entirely sure what the way out is, but I'm confident the
industry is small enough to not go into cataclysmic collapse because of the introduction of
Al. Practitioners should be aware of their ethical responsibilities in the pursuit of their work”.

2.3. Labeling products of generative Al

From the analysis of the Chinese approach towards the legal regulation of generative
Al, we conclude that Al-labeling is seen as a measure to protect both artists and users
of generative Al systems*2. Recently, several companies have begun offer their services
to do the exactly the same*? 50 — to create “Al nutrition labels” in order to increase
transparency and encourage responsible usage of generative Al systems, so according to
their claims, such a simple action as putting a label of “Al ingredients” can prevent the abuse
of these technologies.

45 Connected tech: Al and creative technology: Eleventh Report of Session 2022-23. (2023). UK Parliament.
https://clck.ru/36n3Sf

The governance of artificial intelligence: interim report. Ninth Report of Session 2022-23. (2023). UK
Parliament. https://clck.ru/36n3TN

Information on the primary document N2 M-6609/2023. Oficialniy Portal Sudov Moskvy. https://clck.
ru/36KzHu

48 7 RN TR BE IR S PR AT A0, 1994. No. 143, [ 58 H 5 B 2. (2023). 55155 https:/goo.su/
fbbG

49 Al Nutrition Facts. Twilio. https:/clck.ru/36n4xc
50 Open Ethics Label: Al nutrition labels. Open Ethics. https://clck.ru/36n4yq

46

47
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From monitoring the news, we also can suggest that politicians®' and digital-security
experts®2 support these claims, furthermore, all of them suggest that such labeling must
be obligatory because otherwise we cannot prevent the on-going spread of misinformation
and “deep-fakes”, which is also crucial, considering the fact that the British government has
already linked it to such a dangerous threat as terrorism®3.

But does the industry agree that this measure can be as effective as the providerss*
5 of Al-labeling services claim? “I very much doubt it, though it would be a welcome legal
requirement. | akin to any form of advertising as noted earlier. Consumers should be aware if
something they see or read is generated by Al, and held to the same regulatory standards as
advertisers with their products. ‘False Advertising’ is a well-established regulatory process.
Time and time again when a form of marketing by organisations has been called out for using
Al generated assets, the initial denials are usually met with a begrudging acceptance followed
by a proclamation to adjust their working practices”.

Our responders almost unanimously they said “Yes, products of generative Al should
be labeled us such” - 88% of the English speakers support this idea and only 7.7% find it
unnecessary (Fig. 13), and 80.6% of the Russian speaker consider that labeling Al-products
should be obligatory, whereas only 13.9% dislike this idea (Fig. 14).

4 N N\
Should the works generated with Al be Should the works generated with Al be
labeled as such? labeled as such?

117 responses 36 responses

@ Yes ® Yes
No No
No sure No sure
\_ J J
Fig. 13 Fig. 14

51 Al generated content should be labelled, EU Commissioner Jourova says. Reuters. https://clck.ru/36n5B8

52 Ministry of Digital Development was offered to introduce marking of the content created with neural
networks. (2023, May 15). TASS. https://clck.ru/34RfkG

Al safety summit. Department For Science, Innovation and Technology. https://clck.ru/36n3zq

54 Al Nutrition Facts. Twilio.https://clck.ru/36n4xc

55 QOpen Ethics Label: Al nutrition labels. Open Ethics. https://clck.ru/36n4yq

53
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It is necessary to add that technologically, it is possible to effectively label or, as other
researchers call it “to watermark” all sorts of data, including digital audio (Patil & Shelke, 2023)
and even do it invisibly if needed (Liu et al., 2022). Furthermore, it is possible to create a screen-
shooting resistible watermark (Cao et al., 2023). Various watermarking methods can help with
content authentication (Yuan et al., 2024), protection and even recovery of it (M. Swain & D. Swain,
2022). However, other research works demonstrate that a watermark within neural networks, for
example, should not be seen as a panacea because it can be removed (Aiken et al., 2021).

2.4. The voice of the industry being heard

“Intellectual Property constitutes a major contributor to the national economy of the United
Kingdom; from our scientific research to our cultural output in the arts. As with many countries,
arts funding and access has always been challenging, and the advent of Generative Al will
certainly accelerate some negative aspects of it. | believe it is in the interests of our legal
framework to regulate as quickly as possible”.

One of the questions of our survey was about whether our responders believed that the
current laws of their country could protect them as professionals against the negative impact
of the generative Al, and the gathered data supports the opinion about the inability of states
adequately and timely eliminate concerns of their nationals being a cause of public political
distrust in government — 72.6 % of the English-speaking responders do not trust the current
legislature of their countries with it, 3.4 % think that they can be protected by the existing
legal norms, 13.7 % are not sure and 10.3 % are consumers of the creative industry products,
so this question wasn’'t meant for them (Fig. 15).

The Russian-speaking audience is again, demonstrates a more optimistic attitude,
nevertheless, 50 % of the responders don't trust the current laws of their countries with the
protection against generative Al, 16.7 % believe that they are already protected enough and
33.3 % are not sure (Fig. 16).

4 N N
Do you thing that the current laws Do you thing that the current laws
of your country protect you as a of your country protect you as a
professional enough against negative professional enough against negative
impacts of generative Al? impacts of generative Al?
117 responses 117 responses

® Yes
® No ® Yes
No sure No
I don’t work in any Not sure
cultural / creative
industry
L )
Fig. 15 Fig. 16
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But the voice of the industry clearly hasn't been ignored — numerous law projects have
been appearing all over the globe the final goal of which is to protect both the creative
industry and consumers of its products, and to increase transparency and responsibility
of the usage of generative Al systems.

The WGA, for example, ended their strike in September - the agreement has
been reached and to be ratified, so according to it: 1) Al can’t write or rewrite literary
material, and Al-generated material will not be considered source material under the
MBA, meaning that Al-generated material can’t be used to undermine a writer’s credit or
separated rights; 2) A writer can choose to use Al when performing writing services, if the
company consents and provided that the writer follows applicable company policies, but
the company can’t require the writer to use Al software (e.g., ChatGPT) when performing
writing services; 3) The Company must disclose to the writer if any materials given to
the writer have been generated by Al or incorporate Al-generated material, 4) The WGA
reserves the right to assert that exploitation of writers’ material to train Al is prohibited
by MBA or other law®S.

The voice of Alena Andronova also has been heard — even though the court left her case
without movement®’, after she teamed-up with the Union of Narrators and other victims
whose voices “have been stolen”® to prove that a human voice is a biometric data and
thus, shouldn’t be collected without consent, the Soviet of Federation has come up with
a decision to protect human voices from the negative impact of generative Al and deep-
synthesis technologies and to prevent further legal collisions®°.

The Senate of the USA has been listening to the voice of the industry too — they’'ve come
up with a similar to the Russian legal act that is currently known as “No fakes law” and that is
supposed to put under the legal protection “image, voice and visual likeness” of individuals
for the entire life period for 70 years after the death on an individual®®.

The European Parliament, apparently, have found inspiration in the Chinese approach®’
towards regulations of generative Al because now they demand from producers of
digital Al systems the following: 1) Disclosing that the content was generated by Al; 2)

56 WGA contract 2023. Summary of the 2023 WGA MBA. https://clck.ru/35shcD
57 Information on the primary document N2 M-6609/2023. Oficialniy Portal Sudov Moskvy. https://clck.ru/36KzHu

58 Andronova, A. (2023, August 30). We beg to protect our voices from theft and fraud!. CHANGE ORG. https://
clck.ru/36KzMK

59 Federation Council was offered to protect a human voice and its synthesis. PRAVO.RU. https://clck.ru/36j2Sy

60 Senate Legislative Counsel Draft Copy of EHF23968 GFW — To protect the image, voice, and visual likeness
of individuals, and for other purposes. Senate GOV. https://clck.ru/36nutL

61 RN TR REIR S S BT 1T 7M. 1994, No. 143, [EH 5 HIE S B A 5. (2023). 5515%5. https:/goo.su/fbbG
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Designing the model to prevent it from generating illegal content; 3) Publishing summaries
of copyrighted data used for training®2.

Additionally, corporations like Microsoft®3, Adobe® and Google®® have decided
to implement protection for users of their generative Al systems against copyright and IP-
related lawsuits, even promising to pay legal damages in such cases. Microsoft explains
that the new measures will also help human creators “retain control of their rights under
copyright law and earn a healthy return on their creations”6.

Conclusions

Theconductedresearchrevealed that currently thereis nouniversal understanding of whether
generative Al can be considered a subject of copyright law and its products — objects of
copyright law/IP rights as well as there is no international legal framework that could be able
to regulate the mass-use of such technologies. Should such regulations not be developed
promptly, the harm to the creative industry and through it — to state economics will be
inevitable. Among the risks that the unregulated use of generative Al systems our analysis
identified the following: 1) violation of copyright and IP rights; 2) violation of moral rights;
3) violation of labor rights; 4) disruption of labor market; 5) violation of customers rights;
6) mass-production of illegal content; 7) the crisis of originality; 8) unfair competition;
9) public distrust in government; 10) public disorder; 11) extremism and terrorism.

To minimize the identified risks, it is important to promptly develop new
international and national legal frameworks, which will help increase accountability
of producers, owners and users of generative Al systems and will make them liable for
abuse of these technologies: “First and foremost, the developers of these Al services
should be open to scrutiny and not rely on technical obfuscation and held accountable
for their training data. No one would be having a problem with this if the developers
simply stuck to Public Domain material and Opt-in participation. Second, a fairer form
of compensation for creators whose work has ended up in these training sets. If we have
the means to scrape data en masse, then we have the means to fairly acknowledge the
role of creatives in this process and pay them accordingly. Third, commercial usage should
be formalised and regulated. The stock photography industry is very much thriving and
well established with comparatively little abuse of the system which makes commercial

62 Ey Al Act: first regulation on artificial intelligence. EU Parlaiment. https://clck.ru/36n5Lv

63 Microsoft announces new Copilot Copyright Commitment for customers. Microsoft. https://clck.ru/36n5MQ

64 Adobe offers copyright indemnification for Firefly Al-based image app users. Computer World. https://

clck.ru/36n5Mx

65 Shared fate: Protecting customers with generative Al indemnification. Google. https://clck.ru/36n5NP

66 Microsoft announces new Copilot Copyright Commitment for customers. Microsoft. https://clck.ru/36n5MQ
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sense for the platform holders and the creatives who submit their work to them. | can’t see
why an opt-in arrangement regarding Generative Al can’t be implemented in some form
to stop the rampant abuse. Forth, search engines in particular should be vigilant in how
they present Al generated material. How this is achieved on a technical level is not for me
to say, but again, possible”.

We can also state that countries with different regimes have begun to adopt more
less similar measures close to those enforced in China®’, which include: 1) transparency
about the data used for training; 2) generative Al-products labeling; 3) liability for violation
of copyright and intellectual property rights; 4) protection of the image, voice and likeness
of an individual. In our opinion, in the foreseeable future the use of generative Al systems
will be regulated by similar measures on the international level as well.

In conclusion, we would like to highlight that the question of ethical use of generative Al
goes far beyond the question “Who's the author?” and affects not only the creative industry
but has an impact on states economies and even democratic institutions themselves as
shown by our analysis, hence the necessity of filling in the existing legal gaps, including
such a simple, at first glance, thing as the lack of appropriate terminology.
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Hay4yHasi HoBM3Ha: B paboTe MPOBEAEHO KOMMJIEKCHOe UccliefoBaHue
B/IMSIHUSI TeHEepPaTUBHOIO UCKYCCTBEHHOIrO MHTEN/EKTa Ha TBOPYECKYIO
WHOYCTPUIO C ABYX TOYEK 3PEHMs: C MO3ULMUM MpaBa M C NO3ULUUK UHAY-
CTPUX. IMNMpUYecKyto 6a3y COCTaBNAT ABa MEXAYHAPOAHbIX Uccnepno-
BaHWA M 3KCNEPTHOE MHeHWe NpeAcTaBUTeNs OTpaciu. Takoi noaxog no-
3BOJIM/ @BTOPaM MOBbICUTb O6bEKTUBHOCTb UCCNELOBAHUS U MOMYyYUTb
pe3ynbTaTbl, KOTOPble MOFYT 6biTb MCMOMIb30BaHbl A/ MOWCKA MPaKTyh-
YecKOro pelleHUst BbISIBIEHHbIX PUCKOB. [po6ieMa HenpepbiBHOroO pas-
BUTUSI U poCTa MOMYNSPHOCTU CUCTEM FEHEPATUBHOINO UCKYCCTBEHHOMO
WHTeNNeKTa BbIXOAWUT 3@ paMKU BOMpPOCa «KTO aBTOp?», MO3TOMY ee He-
06x0AMMO peLlaTb NyTeM BHEAPEHUS UHBIX, HEXENM YXKe CYLLECTBYHOLLMX,
MeXaHW3MOB 1 NpaBui. [JaHHas ToYKa 3peHuUsi NOATBEPXKAAETCS He TOJb-
KO pesynbTaTamu NPOBeAEHHbIX UCCIeA0BaHUN, HO U aHaNIM30M TeKYyLLUX
cyaebHbIX UCKOB K pa3paboTymMkaM CUCTEM reHepaTUBHOIrO MCKYCCTBEH-
HOrO MHTeNeKTa.

MpakTuyeckaa 3HAYMMOCTb: MOJIyYEHHble pe3ynbTaTbl MOryT 6blTb MUC-
Nosib30BaHbl AJ151 yCKOPEHMWS pa3paboTKU YHUBEPCabHbIX NMPaBOBbIX HOPM,
npaBwuJl, UHCTPYMEHTOB M CTAHZAPTOB, OTCYTCTBME KOTOPbIX B HAcToALLee
BpeMs NpeACTaBAseT yrpo3y He TOMIbKO 4711 MpaB YenoBeKa, HO 1 AN psja
oTpacrieit TBOPYECKON MHAYCTPUUN U APYrUX 06NacTeN.
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Abstract

Objective: to substantiate the mechanisms of legal protection of intellectual
property objects created with the use of artificial intelligence.

Methods: the use of artificial intelligence to create works that are traditionally
considered copyright objects was investigated with a set of general scientific
and theoretical-legal methods of scientific cognition, including comparison,
analogy and synthesis. In addition, the practice of using artificial intelligence,
including neural networks, to create such works was considered in several
aspects on the basis of retrospective and multifactor analysis.

Results: the paper summarizes the current practice of using artificial
intelligence to create works that traditionally belong to intellectual property
objects (texts, images, music, software), taking into account the formulated
scientific and legal positions. Several qualitatively different variants
of the use of artificial intelligence were identified. For each of these variants
the mechanism of legal protection was proposed and the areas of their
effective application were indicated. Proposals were made to regulate
the legal protection of the results of artificial intelligence activity; this was
made not in the paradigm of competing doctrines, but by combining several
tools, each of them to be applied in a relevant situation.

@ This is an Open Access article, distributed under the terms of the Creative Commons Attribution licence (CC BY 4.0)
(https://creativecommons.org/licenses/by/4.0), which permits unrestricted re-use, distribution and reproduction, provided the
BY original article is properly cited.

https://www.lawjournal.digital



https://crossmark.crossref.org/dialog/?doi=10.21202/jdtl.2023.39&domain=pdf&date_stamp=2023-12-15
https://www.budapestopenaccessinitiative.org
https://creativecommons.org/licenses/by/4.0/deed.ru
https://orcid.org/0000-0003-2182-5776

Journal of Digital Technologies and Law, 2023, 1(4) elSSN 2949-2483

Scientific novelty: the paper presents ontological differentiation of the
results of artificial intelligence activity and the corresponding mechanisms
of their legal protection. The author propose to consider the results of activity
created by artificial intelligence not as a single object of legal regulation,
but as a set of externally similar, but ontologically different objects, each
requiring a separate approach to legal protection.

Practical significance: the ontological differentiation of the results
of artificial intelligence activity and their corresponding legal protection
mechanisms proposed in this paper is relevant both as a basis for further
research and as proposals to supplement civil legislation.
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Introduction

Digital technologies are animportant factor of the present and a key component of the future.
Today, it is appropriate to speak not just about experiments on the introduction of artificial
intelligence and big data processing algorithms, but about a consensus on the need for such
innovations. The Strategy for the development of information society, approved by the Decree
of the President of the Russian Federation No. 203 on May 9, 2017, emphasizes that the
competitive advantage in the global market belongs to the states whose industries are based
on technologies for analyzing large amounts of data’. It is hard to argue with the above
thesis: every year economic practice more and more clearly demonstrates the competitive
advantages of robotization and the use of artificial intelligence.

The spread of digital technologies in general and the use of artificial intelligence
in particular are transforming creative reality, among other things. Various technologies
based on big data processing and machine learning have moved from the realm

T Decree of the President of the Russian Federation No. 203 of 09.05.2017. (2017). Collection of legislation

of the Russian Federation, 20, Art. 2901.
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of experimentation to the realm of economic and even household applications. Simply
put, with the help of artificial intelligence, any person with basic knowledge of information
technologies can not only receive information, but also create it.

Objects like texts, images and musical pieces have traditionally been considered
intellectual property. However, today they are created using artificial intelligence. This means
that not only in the abstract philosophical discourse, but also in the applied legal sense the
following questions become relevant:

1. Should a work created by artificial intelligence be considered a result of creative activity?

2. Is such a work an object of copyright?

3. Is such a work an object of intellectual property?

These questions are related to one another, but each of them characterizes a separate
phenomenon of the legal order. Their relevance is conditioned not only by the innovative
nature of the technologies to be analyzed to obtain a correct answer to these questions, but
also by the ubiquity of such technologies.

Therefore, we should clarify whether today’s technologies allow recognizing artificial
intelligence as a legal subject. A related but separate issue is the problem of recognizing
artificial intelligence as the author of a work of art. The combination of these fundamental
legal positions with the answers to the above mentioned questions creates the basis for
legal regulation of the results of artificial intelligence activity, which is not only possible,
but also necessary today. At the same time, it is important to remember that proper and
effective regulation is only possible when the regulatory norms adequately reflect the
essence of the regulated objects.

Consequently, for a symmetrical answer to the question about the possibility of a copyright
to the results of artificial intelligence activity, it is necessary to analyze the essence of such
activity. Actually, this topic cannot be fully disclosed exclusively in the legal field and requires
an interdisciplinary approach. Although this research deals only with the regulatory aspect
of the problem, we cannot avoid references to, at least, the basic technological aspects and
principles of artificial intelligence when formulating legal positions.

Consistent answers to the questions proposed above should take into account the lack
of consensus in the academic community on two issues: the essence of cognitive activity
of artificial intelligence and its legal personality.

It should be noted, first of all, that the article leaves outside its scope the issues related
to the legal personality of artificial intelligence, such as the status of a robot driver and
the distribution and implementation of liability for the harm caused by it. Special studies
are devoted to these issues, which mainly tend to the conclusion about subsidiary liability
(Duffy & Hopkins, 2017), or, more precisely, about the liability matrix, on the basis of which
the question of imposing adverse legal consequences is decided individually in each case,
taking into account a set of facts (Colonna, 2012).

The mention of automated driving brings us back to the more general question of liability
for harm resulting from the work of artificial intelligence (Bertolini, 2013). Today, the question
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of the tortability of artificial intelligence seems to be rather practical than legal, because
so far the intentional or at least negligent fault of “artificial intelligence intermediaries
(developers and users) in the case of harm caused by the artificial intelligence system may
be quite probable, legally and expertly provable” (Bertolini, 2013).

A question of even higher order is who becomes a party not only in tort, but also in any
legal relationship generated by the actions of artificial intelligence. For example, if the
consequences of the actions of artificial intelligence led to the legal existence of a new
contract, who exactly will be considered parties to such a contract?

This level of generalization brings us to the question directly related to the topic
of this article. Does a robot have legal subjectivity? The issue of copyright on the results
of artificial intelligence activity is not reduced to the issue of legal subjectivity, but is
directly related to it.

1. Robot as a subject of law

If we recognize artificial intelligence as a subject of law in general, then from this recognition
logically follows a positive solution of such issues as the existence of copyright and other
intellectual property rights to the works created by it.

However, is it actually — or at least potentially — possible to consider artificial intelligence
as a legal subject with inherent rights and obligations? It is not easy to answer this question.

For example, the European Parliament Resolution of February 16, 2017, with
recommendations to the Commission on Civil Law Rules on Robotics, while pointing to the
increasing relevance of the issue of liability for harm caused by artificial intelligence, notes
at the same time that current law does not allow bringing artificial intelligence to liability
even when third parties are harmed?. Although this Resolution described the prospects
for the legal subjectivity of artificial intelligence with utmost caution, the draft of May 31,
2016 formulated several approaches to enshrine “the legal nature of artificial intelligence:
to treat it as natural persons, as legal entities, as animals or objects, or to create a new
category, with its own characteristics and implications with respect to the attribution
of rights and obligations, including liability for damages”s.

Since the adoption of the resolution, the issue of the legal personality of artificial
intelligence has not lost its relevance, and the debate intensifies every year. Somewhat
simplifying, in the international discussion we can distinguish several key approaches
to resolving this issue: stating that there is no possibility of recognizing the legal personality
of artificial intelligence (Calo et al., 2018); applying legal fiction by establishing a legal

European Parliament Resolution of 16 February 2017 with Recommendations to the Commission on Civil
Law Rules on Robotics (2015/2103(INL)).

Committee on Legal Affairs. (2016, May 31). Draft report with recommendations to the Commission

on Civil Law Rules on Robotics (2015/2103(INL)). https://clck.ru/36hAPJ
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personality of artificial intelligence similar to that of legal persons (Solaiman, 2017);
or even forming a new branch of legislation dedicated to the specific regulation of the
status of artificial intelligence and relevant to this specificity (Cofone, 2018).

Noteworthy is the opinion of prominent Russian researchers that today “the most
rational, but not uncontroversial, is the use of the concept of the legal personality
of artificial intelligence similar to a legal entity or an electronic person; the approach
to legal regulation in the framework of legal liability related to users, owners or producers
of artificial intelligence systems, rather than related to technological objects”
(Ivliev & Egorova, 2022). The concept of “electronic person” as a new subject of law is
worth recalling when discussing the issue of intellectual rights to the results of artificial
intelligence activities. Here it is also worth noting that the legal personality of artificial
intelligence may have similarities with legal personality of a legal entity, but for a number
of reasons it cannot be identical to it.

It should be also noted that the question of the legal personality of artificial intelligence
cannot be solved once and for all. “What constitutes Al is subjective and best described
as moving target. What Al is for one person may not necessarily be Al for another, what
was considered Al say fifteen years ago is nowadays considered commonplace and even
the question of ‘what is intelligence?’ is contested and debated” (Greenstein, 2022).

The status of artificial intelligence in legal relations largely depends both on the achieved
level of technological development, which allows arobotto perform certain thinking functions,
and on the level of social relations development, where the artificial intelligence activity may
be more or less significant. From the point of view of the achieved level of technological
developmentto date, “obviousis the failure of the proposal to recognize the legal personality
of artificial intelligence similar to that of a physical person, and, despite using the human
brain principles to build an artificial intelligence system, the principles of legal regulation
of a physical person status cannot be applied to artificial intelligence” (Durneva, 2019).

This is due to the fact that the ability to generate legal relations is only a part of legal
personality. A fully-fledged legal subject implements rights and bears responsibilities,
as well as becomes liable on the appropriate grounds. The possibility of real application
of the same responsibility measures to artificial intelligence today is very doubtful.
Not to mention that the category of guilt — be it intention or negligence — does not correlate
with the phenomenon of artificial intelligence at all.

Moreover, giving artificial intelligence in its current form a legal personality is
a potential threat to the rule of law. After all, legal personality includes the ability to make
legally significant decisions. “The threat to the rule of law lies in the fact that most of these
decision-making systems are ‘black boxes’ because they incorporate extremely complex
technology that is essentially beyond the cognitive capacities of humans and the law too
inhibits transparency to a certain degree. It is here that the demands of the rule of law,
such as insight, transparency, fairness and explainability, are almost impossible to achieve,
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which in turn raises questions concerning the extent to which the rule of law is a viable
concept in the technocratic society” (Greenstein, 2022).

This, in turn, brings us to an aspect that is important for solving the question of the
artificial intelligence authorship. Is not it an unjustified anthropomorphization of a robot
to mechanistically transfer to artificial intelligence the categories inherent in human
consciousness, be it the category of guilt or the category of creativity? We are speaking not
about the notorious “uncanny valley effect”, but about much more fundamental, ontological
aspects.

It should be clearly realized that, anyway, we are discussing the rights of robots from
an anthropocentric point of view. This also applies to the axiological dimension, in which we
recognize as right and valuable exactly what seems right and valuable to us, humans — even
though jurisprudence is called a social-humanitarian discipline, not a natural science, for
a reason. The same applies to the utilitarian approach.

Simply put, ultimately we want to give robots legal personality so that they can be
answerable to us humans for their actions.

The above-mentioned European Parliament Resolution formulates this idea in
avague and rather ambiguous way: robotics research activities should observe the
existing fundamental rights and be performed in the interests of the well-being and self-
determination of the individual and society as a whole*. The Government of the Russian
Federation has formulated a similar idea in the Concept for the regulation of relations in
the sphere of artificial intelligence technologies in a more definitive manner: the approach
to the regulation of such relations should be based on the principle of balancing the
interests of developers, consumers and other persons, as well as defining the boundaries
of their responsibility for possible negative consequences of the use of artificial intelligence
technologies®. Thus, the protection of physical persons, rather than the rights of robots, is
at the center.

Even if we recognize as premature the positive resolution of the issue of legal personality
of robots, one should agree with the idea “of the need to be proactive and to normatively
stipulate the duty of developers and other authorized persons to take all necessary
measures to ensure the interests of human beings in the process of artificial intelligence
functioning, as well as to develop a system of norms that ensure the fulfillment of this duty”
(Durneva, 2019).

The priority of human rights protection when regulating even such a specific sphere as
the artificial intelligence activity is important due to one more aspect. The fact that the results
of information processing by a robot are comparable, and often even superior to similar

European Parliament Resolution of 16 February 2017 with Recommendations to the Commission on Civil
Law Rules on Robotics (2015/2103(INL)).

Enactment of the Government of the Russian Federation No. 2129-r of 19.07.2020. Collection of legislation

of the Russian Federation. (2020). 35, 5593.
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human results, does not mean that the essence of information processing, i. e. thinking,
of artificial intelligence is comparable to human thinking. Therefore, there are reasonable
doubts that artificial intelligence inherently realizes the value dimension of law.

This is not a question of understanding the value of law as one of the axioms that
artificial intelligence may use to process data. It is about realizing this value, i.e. subjective
attitude to it. Simply put, does artificial intelligence need rights? From the viewpoint
of a developed citizen’s logic, the answer is unambiguous: any acting and self-aware
subject needs rights. But is this answer so unambiguous from the viewpoint of artificial
intelligence? In other words, by assigning rights to a robot, are we not imposing on them
a purely alien category that has no value dimension for them?

Within the discussion on the legal personality, legal capacity, and tortability of artificial
intelligence, it is necessary to at least point out such an important aspect as self-
identification as a subject of law. After all, self-identification is by no means identical
to the answer “I am a subject of law” pre-recorded and predetermined by an algorithm.
Such an answer can technically be voiced by any smart speaker today. But can we be sure
that the meaning behind these words is of any significance for the artificial intelligence
making decisions?

In the future, we cannot absolutely exclude the emergence of a real need to recognize
and regulate the artificial intelligence’s rights to the works created by it. However,
it is no less likely, evenin the long term, that alternative options will be found for registering
and protecting a sustainable link between artificial intelligence and results of its activity,
since law is an extremely significant, but not the only institution for regulating relations.
It seems that the search for a regulatory institution ontologically relevant to the artificial
intelligence phenomenon will become an urgent issue in the nearest future.

These basic considerations regarding legal subjectivity are extremely important for
the accurate consideration of the issue of artificial intelligence’s copyright to the works
created by it.

2. Robot as an instrument of creativity

A robot composes music. A robot draws pictures. A robot writes stories. Lastly, a robot
writes a program code. It often makes all of these things not worse than a human being,
and it certainly makes them much faster.

It is tempting to equate the creation of works that traditionally belong to the objects
of copyright with creativity. In the legal sphere, the question is raised about recognizing
artificial intelligence as a copyright holder (Abbott, 2016), because the creative contribution
to a piece of work is traditionally regarded as a key attribute of authorship. By and large,
the discussion continues about the correctness of indicating the artificial intelligence
authorship of the work created with its participation.
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Noteworthy in this context is the famous case of Dr. Steven Thaler, which was
considered by courts in several common law countries. He claimed to have created an
invention machine. This machine developed several useful models, which Dr. Thaler decided
to patent. He marked himself as the patentee on the basis that the inventions were made by
a machine that belonged to him.

The UK Patent Office refused to register this right, and the inventor appealed against
this refusal in court. According to him, the current legislation on copyright protection does
not contain a provision that the inventor’s rights must belong to a person. He justified the
ownership of patent rights to the machine owner by analogy to the rule of property accretion:
“The crop belongs to the herd owner”.

The case Thaler v. Comptroller-General for Patents, Trademarks and Industrial Designs
reached the Court of Appeal of England and Wales, which on September 21, 2021, issued
a verdict that the current patent law does not allow considering artificial intelligence as the
author of the invention®. However, when Thaler sued the local patent office in an Australian
court, the judge upheld his position that artificial intelligence can and should be recognized
as an inventor’, and that without granting legal protection to artificial intelligence inventions,
the very objective of patent law to promote technological progress would not be achieved.

This dispute demonstrates that a seemingly theoretical question of the artificial
intelligence authorship breaks down into two applied questions:

1. Can artificial intelligence be considered the author of an invention, artwork, etc.?

2. If artificial intelligence cannot be considered an author, is such a work subject
to copyright protection?

To answer both questions, it is appropriate to continue our review of common law
precedents by recalling an age-old case Burrow-Giles Lithographic Co. v. Sarony. On March
17, 1884, the Supreme Court of the United States, in a decision in that case, recognized
that the copyright to a photographic card belonged not to a camera or its manufacturer, but
to the photographer®.

We cannot today reliably judge whether, in the last quarter of the 19th century, a camera
seemed a futuristic technology to the same extent that artificial intelligence seems in
the first quarter of the 21st century. But it is extremely relevant to the court’s conclusion
that it was the photographer who conceived, organized the execution of, and implemented
the creative intent.

Indeed, a photographer is not identical to an artist — but this does not prevent them
from both being authors. A composer can create music with a synthesizer, but she is the

Judgment of the Court of Appeal in England and Wales in Thaler vs Comptroller-General of Patents, Designs
and Trademarks [2021] EWCA Civ. 1374. https://clck.ru/36hASY

7 Judgment the Federal Court of Australia in Thaler v. Commissioner of Patents [2021] FCA 879. https://clck.
ru/36hAT8

8  Burrow-Giles Lithographic Co. v. Sarony.March 17, 1884. https://clck.ru/36hATk
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author of that music. No one doubts that in the first case it is only a method of imaging,
and in the second case it is only a method of sound production, and not the transfer of part
of the creative work to the instrument.

Moreover, the less work of the author is spent on preparing paints and easel or
organizing a brass band, the more the essence of this work constitutes creativity per se.
An idea, a creative conception, a vision — this is what the author works with, as their labor
is purified from the craft component.

Artificial intelligence in this context appears to be atool like a camera. The only difference
is that this tool gives an artist even more space for creativity. This said, the creation of works
of art with the help of artificial intelligence will not cancel or replace painting or photography,
just as book printing did not cancel calligraphy.

As long as it is humans, not artificial intelligence, who set the parameters of future
works, “it is debatable to recognize copyright of artificial intelligence. Copyright may
belong to the user of artificial intelligence, i. e. the creator of the work through artificial
intelligence systems. It is unlawful to equate an artificial intelligence system and a human
being in rights” (Ivliev & Egorova, 2022). Parameters set by a human by entering a request
into a chat or otherwise interacting with artificial intelligence directly affect both the content
and quality of the work. It is impossible to paint pictures with the help of a neural network
or write texts with the help of a chat room without an initial creative impulse.

Thus, no legal fiction is required to recognize that the author of a work created with the
use of artificial intelligence is the person whose creative idea was embodied by that work.

In this context, we consider outdated the legal position that the results of the work
of artificial intelligence are not protectable as intellectual property at all, on the grounds
that they are not created by humans. For example, in the United States, for theological and
ethical reasons, the very possibility of creativity is recognized only for human beings and
cannot be recognized for any other subject — neither nature, nor animals, nor machines
(Solum, 1992). In this paradigm, a painting created by a neural network is not subject to legal
protection to the same extent as a frost drawing on glass or a cat’s paw print on canvas.

Plenum of the Supreme Court of the Russian Federation in para. 80 of the Resolution
“On application of part 4 of the Civil Code of the Russian Federation” is guided by the same
logic: “Inresolving the issue of attributing a particular result of intellectual activity to copyright
objects, courts should take into account that, within the meaning of Articles 1228, 1257 and
1259 of the Civil Code of the Russian Federation (further — CC RF) in their interrelation,
only the result that is created by creative labor can be considered as such. <...> The results
created with the help of technical means in the absence of the creative nature of human
activity (for example, photo and video recordings by an automatic video surveillance camera
used to record administrative offenses) are not considered objects of copyright”.

9 Resolution of the Plenum of the Supreme Court of the Russian Federation No. 10 of 23.04.2019. (2019).
Bulletin of the Supreme Court of the Russian Federation, 7.
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However, while a surveillance camera recording the work of a turnstile actually does not
create a copyright object for lack of a creative idea, the above-mentioned neural network
pictures or chat texts cannot be created without such an idea. Therefore, the author of such
a work can and should be recognized as the person who gave this idea to the artificial
intelligence. We cannot agree with the conclusion that “there is no creativity in the artificial
intelligence activity when creating results similar to copyright objects, so the results created
by it cannot be qualified as copyright objects and are not subject to protection by intellectual
property law” (Vitko, 2019).

“Derivative results of the use of artificial intelligence programs can be recognized as
objects of civil law” (Kirsanova, 2022). The rejection of this principle today would mean
the denial of legal protection to a huge number of intellectual property objects, which, in turn,
would mean an unjustified restriction of copyright of those humans who can and should be
recognized as their authors.

Undoubtedly, one may predict future situations in which artificial intelligence
creates, on its own initiative, a work “similar to a copyright object”; for example, while
executing an algorithm to create design documentation, it may come to a conclusion that
the documentation would be incomplete without a five-minute movie about the future
object. But today, by their very nature, works created using the artificial intelligence are
not just similar to copyright objects but are actually such objects.

Article 1228 CC RF stipulates that creative labor is a factor in the emergence of copyright,
while not limiting the legal protection of the results of such labor to its implementation
means. Moreover, Article 1227 CC RF directly states that authorship does not depend
on the material medium of the work.

This said, the presence of creative labor, resulting in the authorship of an intellectual
property object, does not exclude that this object as an artistic work may be secondary in
relation to another, previously created piece. At the same time, the very fact of the work’s
secondary nature cannot and should not exclude the possibility of its legal protection. A good
example is: “If a virtual copy (a moving character in a painting) is a new creative object due
to certain effects, movements, mimics or other creative actions, it can be recognized as
a new derivative object” (Rakhmatulina, 2019). This nuance is important in determining the
protectability of works of artificial intelligence, because almost all of them are to some
extent based not only on the creative idea of a person who composed the request to artificial
intelligence, but also on the processing of an array of previously created works.

Each of theworksinthatarrayis a copyright object, evenif thisrightis not commercialized
and the works are publicly available without restrictions on reproduction. Moreover, the
situation is already relevant when a neural network processes works previously created by
other neural networks in order to create a piece of art. Such processing may mean borrowing,
more or less noticeable for a human.

In order to avoid disputes about the percentage and substance of borrowing, which
are inevitable in case of traditional approaches to copyright protection for the results
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of intellectual activity created with the use of artificial intelligence, it seems extremely
important to take this nuance into account when characterizing the uniqueness of such
works. This uniqueness, as it was said above, is generated not by a neural network processing
of other people’s works, but by an independent creative impulse that a person as the work
author gave to the neural network for its creation.

Nowadays, this impulse, as a rule, is set in the form of a query, which is a combination
of key words. To create a finished work of value, a series of queries is usually required. It is
this series of queries in combination with the result of their processing by a neural network
that represents a unique combination, which in the long run should become the object
of intellectual property right to a work created with the use of artificial intelligence. Thus,
when identifying a work created by a neural network, it seems reasonable to specify at least
the following data:

- the author’'s name;

- the work title;

- the name of the neural network;

- a sequence of queries given by the author to the neural network.

If this construction is adopted to identify a work created using artificial intelligence, we
will have a combination like “Dmitry Kazantseyv, painting ‘Serenity’, generated with the query
‘sunset in early autumnin the southern foothills of the Alps’ by the Kandinsky neural network”.
It is reasonable to use such a combination both when indicating authorship of such a work
and when registering rights to it in patent institutions if the norms of national legislation
provide for such registration for this category of works, for example, if a computer program
was created with the help of a neural network.

It is worth recalling that back in 2017 A. Gurko proposed a number of adjustments
to the civil legislation for registering intellectual rights to the results of artificial
intelligence activities. For example, it was proposed to supplement Article 1228 CC RF
with the provisions that the rights to the results of artificial intelligence activities arise
in the owner of the hardware-software complex, the right holder of artificial intelligence
such as a computer program, or the user of this program. It was proposed to group
in a separate article the norms according to which the rights to the works of science,
literature and art generated by artificial intelligence belong to the owner of the device
used for this objective, and if the device owner is not the owner of the computer program
used for this objective, then the rights to such pieces belong to the user of the artificial
intelligence (Gurko, 2017).

Over the past few years, the need for some clarification of these novelties has
become obvious (e.g., disclosure of the “user” concept regarding the correlation between
user rights and holder rights). For example, the following pattern is quite common
today: an employer gives a task to an employee — the employee formulates a request for
a neural network — the neural network creates a work. It is important to unambiguously
and legislatively regulate the issue of who is the right holder in this case. The general
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thesis that the rights to the results of artificial intelligence work are held by its user is
a simplification in this case and needs to be specified. At the same time, it is obvious
that the work created with the participation of artificial intelligence should have legal
protection in this case too.

We consider very relevant the central idea that it is logical to grant legal protection
to the results of the work of artificial intelligence - including in the form of artistic
works, inventions, utility models, computer programs and other copyright objects —
as intellectual property of a particular individual or legal entity.

At the same time, the use of such an innovative and specific tool as artificial
intelligence requires logically and terminologically distinguishing the works created
with its help. The terms “digital” or “algorithmic” (Mazzone & Elgammal, 2019) art,
for example, seem to be appropriate. As a generic definition, the concept of “results
of artificial intelligence activity” is more or less universally used.

It is important to distinguish between the notions of “results of artificial intelligence
activity” and “works of artificial intelligence”: in the first case we are talking about the use
of artificialintelligence as atool, which is correct, whileinthe second case we can assume
the creative subjectivity of artificial intelligence, which is premature at present, given
the existing technologies. International studies question the correctness of the very
naming of neural networks as full-fledged artificial intelligence and recognition of the
possibility of their full-fledged thinking and solving creative problems (Lee et al., 2021).
Indeed, however vast the information processing capabilities, the results of artificial
intelligence activity are reduced, in fact, not to the creation of new works, but to a deep
compilation of previously created works.

Speaking about the a priori secondary character of such results in relation
to previously created works, one cannot avoid the question of the limits of using those
previously created works when working with the result of artificial intelligence activity.
The resolution of this issue is beyond the scope of this article, but it seems necessary
to state it. For example, in 2023, short videos created by a neural network became viral,
in which the characters of iconic works of fiction were presented in an unusual style -
from the aura of traditional families in Naples to the Tarkovsky’s films settings.

It is obvious that such works are of interest for a consumer not only and not so
much due to the original idea of an unusual combination set to the neural network, but
due to the use of popular images for this combination. In case of commercialization
of such results of artificial intelligence activity, the question will inevitably arise
concerning the admissibility of using other people’s images with recognized commercial
value to create other works, even those using artificial intelligence. It seems that today
the solution to this issue, at least at the conceptual level, can be based on the existing
approaches and norms of intellectual property protection.
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3. Robot as a subject of creativity

Today, legal subjectivity in the creation of works and copyright even to works created with the
use of artificial intelligence are human prerogatives. But even postulating this approach as a
rule, can we be sure that exceptions to this rule will not occur? One should not limit oneself
to today’s realities and completely exclude the possibility of a situation in which artificial
intelligence will be the actual author of an image, a piece of art, a melody or a computer
program.

Technically, even today such a situation can be imagined in at least two cases.

First, when the human formulation of a task for artificial intelligence is so general that
it does not allow recognizing the presence of a creative idea (“write a cheerful melody”,
“make a beautiful pattern in oriental style”). Obviously, identical requests like those can be
generated almost simultaneously by a large number of users, which makes it extremely
difficult to recognize the author’s priority for one of them.

Second, today it is easy to imagine a situation when a robot creates an object which can
be legally protected as intellectual property without any direct guidance from a human being.
For example, a human gives a task to write technical documentation (the authorship of which
can be recognized as human if the above assumptions are accepted), and the artificial
intelligence writes a script for calculating risks as a supplement to such documentation
(the latter software created by artificial intelligence can hardly be recognized as human
authorship due to the absence of any creative intent on the part of the human).

In the following section we will speak not about the works created with the use
of artificial intelligence in general, but about those results of artificial intelligence work, in
the creation of which the role of human creative participation is vanishingly small or it is
difficult to identify such participation at all. Since the results of intellectual activity of artificial
intelligence can potentially be created without human creative participation, the following
important questions arise when discussing the status of such specific works:

1. Who is the author of the work created by artificial intelligence without human creative
participation?

2. Are such results of artificial intelligence activity subject to legal protection?

The simplest answer to these questions may seem to be the recognition that all rights
to such a work belong to the artificial intelligence. However, returning to the question of the
legal subjectivity of artificial intelligence, we must remember that such a simple, at first
glance, solution “implies not only the recognition that the neural network has created an
original work, but also that it is able to make conscious decisions on the disposal of rights
to it” (Kodaneva, 2021).

Under these circumstances, one may propose to indicate the authorship of artificial
intelligence in the work title, but at the same time not to consider artificial intelligence as
the author and right holder of the work in the civil-legal sense.
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When addressing the issue of legal protection of the results of artificial intelligence
activities, it is worth understanding clearly that the rights to works are not limited
to the right to indicate authorship. Moreover, it was fairly noted that “the authorship of the
result of intellectual activity may have value as a title (the inventor of penicillin, the author
of ‘War and Peace’, etc.), but it is the exclusive rights that are of commercial interest”
(Petrakov & Tumakov, 2022).

Indeed, in addition to the right to indicate authorship, there are — in some cases having
obvious applied and commercial value — such rights to the results of intellectual activity as
“the right to inviolability of the work, the right to promulgation, the right to recall, the right
to inviolability of performance); and other rights (for example, the right of succession, the
right of access, the right to remuneration for the official result of intellectual activity, the
right to protect the phonogram from distortion inits use, the right to obtain a patent, etc.)"°.

Both the wording of civil law norms, legal doctrine and the practice of intellectual
property protection tell us that one person may be considered the author of a work, but
another person may have rights to the work, exclusive rights among them. From this we
can conclude that the right to indicate authorship is separate from the exclusive rights
to the work.

Thus, the absence of copyright on the work created by artificial intelligence - or, if you
will, reduction of such rights to the mandatory indication of the fact that this work is the
result of the artificial intelligence work — should not mean the absence of legal protection
for such a work. The only question is who will be the right holder in this case.

The most obvious option is to consider the results of artificial intelligence activity
as a special case of a work for hire, except that the artificial intelligence in place of an
employee to whom the employer sets an official task (Yanisky-Ravid, 2017). Indeed, the legal
consequences in both cases will be similar: it is not the author of the work who becomes
the right holder, but the subject who initiated its creation. However, similarity does not mean
identity in this case. For example, artificial intelligence is not in labor relations with its right
holder; the request of the right holder is not formalized according to the rules of a work for
hire; the request may not include the key parameters of the future work at all, etc.

The question of the difference between a work for hire and a request for a neural
network cannot be regarded as exclusively legal and theoretical. Its practical significance
is conditioned by the rapid spread of artificial intelligence technologies in industrial sphere.
Works created by artificial intelligence within the framework of commercial activities
of a legal entity are, perhaps primarily, the very objects of intellectual property, the rights
to which have commercial value.

All this forces us to address not from a theoretical, but from a practical viewpoint, the
qguestion that “the introduction of the right to the result of artificial intelligence activity

10" Resolution of the Plenum of the Supreme Court of the Russian Federation No. 10 of 23.04.2019. (2019).

Bulletin of the Supreme Court of the Russian Federation, 7.
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can be modeled along the pattern of neighboring rights, but it clearly loses its connection
with copyright; therefore, we think it appropriate to speak of the sui generis right to digital
results of artificial intelligence activity” (Kharitonova, 2019). Indeed, if authorship of the
results of artificial intelligence activities cannot be recognized for a particular person
or group of persons, the legal protection of such results requires new legal tools.
These instruments can and should build on the existing intellectual law constructs, but
they cannot be reduced to a single structure.

In this paradigm, it seems reasonable to agree with the thesis of “the existence
of prerequisites for the emergence of a new legal institution in intellectual property law -
the institution of the right to the results of artificial intelligence activity. The institution
is sui generis within the framework of intellectual property law and is not reduced to the
traditional copyright, patent law, neighboring rights and others, although in some part itis
based on the constructions of such traditional institutions” (Anikin, 2022).

Thus, if a person can be recognized as an author of the results of artificial
intelligence activity and, accordingly, artificial intelligence itself can be recognized
only as an instrument of implementation of a person’s creative idea, then the legal
protection of the work can be based on the existing copyright norms. However, if such
recognition becomes difficult for one reason or another, a new legal institution will
potentially be required in the future. It is important not to regard these two approaches
as competing. After all, it is only on their combination and the application of each in
arelevant situation that the future right to the results of artificial intelligence should
be based.

Conclusions

When formulating conclusions regarding the legal regulation and legal protection of the
results of artificial intelligence activity, it is necessary, first of all, to realize that this field
is elastic to a certain extent. The results that are relevant today must be regularly verified
in the future according to the achieved level of technology.

However, today, when regulating copyrights to texts, images, musical pieces and
other works created with the use of artificial intelligence, it is rational to proceed first
of all from the prevalence of the absence of legal subjectivity in artificial intelligence.
This does not mean that it is fundamentally impossible to recognize artificial intelligence
as a legal subject. It only means that today, both from the viewpoint of existing digital
technologies and from the viewpoint of legal consciousness, delictual dispositive capacity
and other legal institutions, it is at least doubtful that a robot can implement its legal
subjectivity.

“Giving robots (an artificial intelligence system) the status of a legal subject will not
entail any explicit negative consequences in the foreseeable future. At the same time,
the advantages of such a solution are also not visible, compared to considering robots
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(artificial intelligence systems) as quasi-subjects of law. Proceeding from the Occam'’s
philosophical principle of not to multiply entities unless absolutely necessary, we believe
it premature to introduce such a fundamentally new legal subject as a robot (an artificial
intelligence system) into the legal sphere” (Channov, 2022).

Performance of intellectual and creative tasks by a robot at a level comparable and
sometimes even superior to that of a human being cannot be considered as a basis for
recognizing artificial intelligence as identical to a human being, both in terms of law in general
and copyright in particular. “There is no doubt that the gap between artificial intelligence
and humans is narrowing. However, it does not seem likely to be completely bridged any
time soon, as it is humans that customize models, select training examples, and use digital
technologies for creativity. The idea that machines can be artists or can even replace artists,
as they have already replaced some professions, seems too bold so far"!1. At the same
time, the sphere of creativity by virtue of its very specificity dictates caution in the aspect
of transferring anthropomorphic features to artificial intelligence, including assigning it the
category of creativity.

“Attributing legal subjectivity to artificial intelligence would help to deal with the problem
of authorship. However, this approach seems unsuitable for solving other important
problems, such as liability. We believe that nothing will be achieved in terms of the copyright
provisions, since everything is created by a human being with their creativity, unique and
new ideas. This can be achieved even now by rethinking the doctrinal aspects that shape
copyright, such as uniqueness and creativity, and identifying the ‘decisive’ person behind
works of art created with the help of artificial intelligence” (Sushkova, 2022). It is the creative
intent of a person, and not at all the tool for the implementation of such an intent, that should
be the criterion of authorship.

To date, based on these assumptions, the main conclusions regarding intellectual
rights to the results of artificial intelligence activity can be formulated in the form of several
basic theses.

First, it seems premature to give artificial intelligence a legal subjectivity, including
due to the obvious problems with the awareness and implementation of its legal capacity,
as well as with the practical implementation of its delictual capacity.

Second, today’s practice of using artificial intelligence to create texts, musical works,
images, software and other copyright objects in most cases allows identifying the person
or group of persons whose creative intent was implemented by artificial intelligence.
In these circumstances, the recognition of artificial intelligence as the author of a work
seems unreasonable.

1T Suetin, N. (2020, June 8). Artificial intelligence in modern art. Skolkovo innovative center. https://clck.ru/

Ntrio

https://www.lawjournal.digital



https://clck.ru/Ntrio 
https://clck.ru/Ntrio 

Journal of Digital Technologies and Law, 2023, 1(4) elSSN 2949-2483

Third, the refusal to recognize artificial intelligence as the author of a work should not
be followed by a refusal to legally protect such a work. As a general rule, it is the person
whose creative idea was implemented with the use of artificial intelligence that would be
recognized as the author and right holder. In this sense, the use of artificial intelligence
for creativity is in essence differs little from the use of other technical means for the same
objectives, such as a camera, synthesizer, etc.

Fourth, the absence of ontological difference between artificial intelligence and
a camera in the context of creativity does not mean that there is no actual difference.
In this regard, it is relevant to use special concepts for the results of creativity in which
artificial intelligence was involved. This could be a general notion of “the results of artificial
intelligence activity” or more specific definitions such as “digital art”.

Fifth, whenitisimpossible toidentify the creative intent of a human beingin the creation
of a work by artificial intelligence and the actual author of the work is artificial intelligence,
it deserves a special designation as a work of artificial intelligence. Such designation
replaces the indication of authorship in the civil-legal sense, and such works are subject
to legal protection under special rules. These rules, in particular, provide for the absence
of indication of the author’s name and legal protection of the work as intellectual property
of the owner of artificial intelligence. The mechanism of legal protection of the results
of the artificial intelligence work in this case may be similar, but not identical, to that
of a work for hire.

Finally, it is important to take into account the principles and fundamentals of the
technology of information processing by artificial intelligence — in particular, the fact that
in the works formed by it, there are inevitable repetitions of elements of already existing
works, including those created by artificial intelligence. Together with the postulation
of authorship of the person who provided the artificial intelligence with the key words
to create the work, it seems necessary to take into account in legal reality the specificity
of the copyright object created with the use of artificial intelligence, namely: the legal
protection object is a combination of the work per se (text, melody, image, etc.) generated
by artificial intelligence, and the key words set by the author for such generation. The object
of copyright protection in this case will be a unique combination of the author’s name,
the sequence of their requests to the artificial intelligence and the work per se, formed
by the artificial intelligence as a result of processing the sequence of these requests.

The combination of these approaches will help not only to develop an adequate
regulation of the results of artificial intelligence activity, but also to make such results
a full-fledged element of the legal domain and in this sense a full-fledged intellectual
property. Since legal protection is an important factor of interest and investment, which
is clearly demonstrated by patent law, for example, one should hope that circumspect
legal regulation of intellectual rights to works created with the participation of artificial

intelligence will serve as an impetus for progress in this area.
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AHHOTauUuA

Lenb: 060CHOBaHUE MeXaHU3MOB I'IpaBOBOI7I 3alnTbl 06BHEKTOB UHTENSEK-
Tyaan0|7| CO6CTB€HHOCTI/I, CO34aHHbIX C nCcnoJib3aoBaHNEM UCKYCCTBEHHO-
ro UHTEeJI1eKTa.

MeTogbl: MCMONb30BaHNE WCKYCCTBEHHOrO MHTENNEKTa AJ1I CO34aHus
npoussefeHnin, TpagMLUMOHHO OTHOCALLMXCHA K 06beKkTaM aBTOPCKOro npa-
Ba, UCCleqoBanocb NOCPeACcTBOM COBOKYMHOCTU O6LLeHayuHbIX U Teope-
TUKO-NPaBOBbIX METOA0B HAyYHOro NMO3HAHWUA, BKOYas CpaBHEHUWE, aHa-
JIOTUIO U CUHTEe3. KpoMe Toro, NpakTukKa UCMoIb30BaHUA UCKYCCTBEHHOMO
WHTENNEKTa, B TOM YMC/ie HellpoceTei, ANg co3aaHusa Takux NponsseaeHuii
6blSla PaCCMOTpPEHA B HECKOJIbKMX acrnekTax Ha OCHOBE PETPOCMNEKTUBHOMO
1 MHOTohaKTOpPHOro aHasnu3a.

PesynbTaTbl: B paboTe 0606LleHa aKTyasibHasi MpakTMKa MCMNOb30BaHUs
WCKYCCTBEHHOIO MHTENJIEKTA AN CO3AaHUSs NPOU3BEAEHWIA, TPAAULMOHHO
OTHOCSILLMXCSI K O6BEKTAM WHTENNEKTyaNnbHON CO6CTBEHHOCTU (TEKCTOB,
n306paXkeHnin, My3biku, nporpamm ana 3BM), ¢ yuetom chopMynmpoBak-
HbIX HaYyYHbIX U NPaBOBbIX NMO3ULMIA. BblgeneHo HECKONbKO KauyeCTBEHHO
pasnuuarowmxcs Mexay coboi BapuaHTOB UCMOSIb30BaHUS UCKYCCTBEH-
HOro MHTennekTa. [1na Kaxaoro nus aTux BapMaHToB 6bii NpeasoXeH Me-
XaHW3M MPaBOBOM 3alLUThl, @ TaKXKe yKasaHbl 061acTn ahHeKTUBHOIO UX
npuMeHeHus. [laHbl NpeanoXeHUs MO PerynnpoBaHuio NPaBoOBO 3aLUThI
pe3ynbTaToB AEeATENbHOCTU UCKYCCTBEHHOIO WHTENNEKTa He B Mapagumr-
Me KOHKYPUPYHOLLMX LOKTPUH, @ B COYETaHUU HECKOJIbKUX UHCTPYMEHTOB
C NMPUMEHEHNEM KaXX[,0r0 U3 HUX B pENEBAHTHOW CUTYyaLuK.
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HayuHas HoBM3Ha: B paboTe NpefCcTaBfieHa OHTONOrMYeckas aguddepen-
LUMaLma pesynbTaToB [eATeNIbHOCTU UCKYCCTBEHHOMO MHTEeNseKTa U co-
OTBETCTBYIOLIMX MM MexaHW3MOB MpaBoBOW 3aluTbl. CosfaHHble WC-
KYCCTBEHHbIM WHTENNEKTOM pesynbTaTbl AeATeNbHOCTU npegnaraerca
cuYMTaTb HE eMHbIM 06BEKTOM NPaBOBOro PeryinpoBaHus, a COBOKYMHO-
CTb}0 BHeLLIHe CXOAHbIX, HO OHTOMIOrMYECKU Pas/IMYHbIX 06 bEKTOB, KaXAbli
13 KOTOPbIX Tpe6yeT COBCTBEHHOrO NoAXoAa K NpaBoOBOii OXpaHe.

MpakTuyeckas 3HAaYMMOCTb: MPEAJIOKEHHAs B HacTosLLen paboTe OHTO-
norudyeckasi aubdepeHumaums pesynbTaToB AeATeNIbHOCTM UCKYCCTBEH-
HOrO MHTENIEKTa U COOTBETCTBYIOWMX UM MeXaHM3MOB NPaBOBON 3aLuu-
Tbl aKTyaslbHa Kak B KayecTBe OCHOBbI AJ1s1 AafibHENLLMX UCClefoBaHuiA,
TaK U B KayecTBe MNPeasIoXXeHWUi ANA AOMNOJIHEHUS HOPM FPaXkAaHCKOro
3aKoHOAaTeNbCTBa.
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algorithmic bias, Objective: to identify the hidden ecological costs associated with
artificial intelligence, the elaboration, implementation and development of artificial intelligence
data center, technologies, in order to ensure its sustainable and harmonious integration
digital technologies, with various economic sectors by identifying optimal moral-ethical and
ecological costs, political-legal strategies.

electronic waste, Methods: the conducted research is based on an ecological approach
energy consumption, to the development and implementation of artificial intelligence, as well as
law, on an interdisciplinary and political-legal analysis of ecological problems
natural ecosystems, and risks of algorithmic bias, errors in artificial intelligence algorithms and
sustainability decision-making processes that may exacerbate environmental inequalities

and injustice towards the environment. In addition, analysis was performed
in regard to the consequences of natural ecosystems destruction caused by
the development of artificial intelligence technologies due to the computing
energy-intensiveness, the growing impact of data centers on energy
consumption and problems with their cooling, the electronic waste formation
due to the rapid improvement of equipment, etc.

Results: the analysis shows a range of environmental, ethical and political-
legal issues associated with the training, use and development of artificial
intelligence, which consumes a significant amount of energy (mainly from
non-renewable sources). This leads to an increase in carbon emissions and
creates obstacles to further sustainable ecological development. Improper
disposal of artificial intelligence equipment exacerbates the problem
of e-waste and pollution of the planet, further damaging the environment.
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Errors in artificial intelligence algorithms and decision-making processes
lead to environmental injustice and inequality. Al technologies may disrupt
natural ecosystems, jeopardizing wildlife habitats and migration patterns.

Scientific novelty: the environmental consequences of the artificial
intelligence use and further development, as well as the resulting
environmental violations and costs of sustainable development, were
studied. This leads to the scientific search for optimal strategies to minimize
environmental damage, in which legal scholars and lawyers will have
to determine ethical-legal and political-legal solutions at the national and
supranational levels.

Practical significance: understanding the environmental impact of Al
is crucial for policy makers, lawyers, researchers, and industry experts
in developing strategies to minimize environmental harm. The findings
emphasize the importance of implementing energy efficient algorithms,
switching to renewable energy sources, adopting responsible e-waste
management practices, ensuring fairness in Al decision-making and taking
into account ethical considerations and rules of its implementation.

For citation

Zhuk, A. (2023). Artificial Intelligence Impact on the Environment: Hidden Ecological
Costs and Ethical-Legal Issues. Journal of Digital Technologies and Law, 1(4),
932-954. https://doi.org/10.21202/jdtl.2023.40

Contents

Introduction
1. Energy consumption
1.1. The energy-intensive nature of Al computations
1.2. Data centers: Energy hogs of the Al infrastructure
1.3. Non-renewable energy sources and carbon emissions
1.4. Exploring the need for energy-efficient Al algorithms and hardware
2. Electronic Waste Generation
2.1. The rapid pace of Al hardware advancements
2.2. Device lifecycles and the e-waste predicament
2.3. Strategies for responsible e-waste management in Al
. Data Centre Infrastructure
. Understanding biases in Al training data
. Disruption of Natural Ecosystems
. Existing Regulations Related to Al's Environmental Impact
in the European Union
Conclusion
References

o o1 AW

https://www.lawjournal.digital



ttps://doi.org/10.21202/jdtl.2023.37

Journal of Digital Technologies and Law, 2023, 1(4) elSSN 2949-2483

Introduction

Artificialintelligence (Al) has emerged as a powerful and transformative force, revolutionising
various aspects of human lives, from healthcare to transportation, and from customer
service to financial systems. With its ability to process vast amounts of data and learn from
patterns, Al has opened up new frontiers of innovation and efficiency. However, as society
marvels at the advancements brought by Al, it becomes crucial to recognise and examine
the hidden ecological cost associated with this technological revolution.

As the demand for Al applications grows, the energy consumption required to power
the computational infrastructure also increases. According to a study conducted
by Strubell et al. (2019), training a single state-of-the-art Al model can emit as much
carbon dioxide as the lifetime emissions of five cars. Data centres, which are responsible
for housing and running Al systems, contribute significantly to this energy consumption,
often relying on non-renewable energy sources. The exponential growth of Al technology
raises concerns about the long-term environmental impact, as the environmental cost
associated with the Al revolution remains largely unnoticed and unaccounted for.

Moreover, the rapid evolution of Al hardware leads to shorter device lifecycles, resulting
in a surge of electronic waste (e-waste). The Global E-waste Monitor 2020 report indicates
that e-waste generation reached a record 53.6 million metric tonnes, with only 17.4 %
being officially collected and recycled'. Improper management of outdated Al hardware
components poses significant environmental risks, contributing to pollution and resource
depletion.

Whilst Al presents immense potential for environmental monitoring and conservation
efforts, its deployment can also disrupt natural ecosystems. Environmental monitoring
drones and autonomous vehicles used for resource exploration, for example, have
the potential to disturb wildlife habitats, interfere with migration patterns, and exacerbate
ecosystem imbalances. The unintended consequences of Al on biodiversity and
ecosystems necessitate careful consideration to ensure responsible and sustainable
deployment.

Inlight of these concerns, itbecomes essential to delve deeper into the environmental
footprint of Al and explore strategies for mitigating its negative ecological impacts.
This article will examine various aspects of the ecological cost associated with Al,
highlighting the need for energy-efficient algorithms, responsible e-waste management
practices, sustainable data centre infrastructure, and ethical considerations in Al

T Forti, V, Baldé, C. P, Kuehr, R., & Bel, G. (2020). The global e-waste monitor 2020: Quantities, flows and the
circular economy potential. United Nations University (UNU), International Telecommunication Union (ITU)

& International Solid Waste Association (ISWA). Bonn; Geneva; Rotterdam.
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decision-making. By shedding light on these issues, it aims to foster discussions and
actions that lead to a more environmentally conscious approach to Al development
and deployment.

1. Energy consumption

As society continues to harness the power of Al, it becomes imperative to acknowledge and
tackle the substantial energy consumption that accompanies this technological revolution.
This section explores the energy-intensive nature of Al computations, the significant energy
demands of data centers, and the concerning reliance on non-renewable energy sources.
By shedding light on the hidden ecological costs of the Al revolution, we can gain a deeper
understanding of the environmental implications associated with Al's remarkable impact
on various domains of human life.

Al computations are known for their substantial energy requirements due to the
processing of vast amounts of data and the execution of complex algorithms. Training
state-of-the-art Al models, in particular, consumes a significant amount of energy, with large-
scale models consuming as much energy as hundreds of megawatt-hours, equivalent to the
energy required to power thousands of homes for several months (Strubell et al., 2019).
The computational demands and iterative processes involved in training Al models
contribute to their high energy consumption. These energy requirements are driven by
the need to process large datasets, perform complex matrix operations, and optimise
model parameters through multiple iterations. Understanding the energy footprint of Al
computations is essential for comprehending the environmental impact associated with
their widespread adoption.

Data centers play a vital role in supporting Al systems by housing and running
the computational infrastructure. However, they contribute significantly to the overall
energy consumption of Al. These facilities require substantial electricity to power
servers, cooling systems, and networking equipment. The high-performance computing
capabilities necessary for Al computations result in increased energy demands for
data centers. Hanus et al. (2023) underscore the energy-intensive nature of data
centers and the challenges they face in achieving energy efficiency. The growth of Al
technology has led to an increase in the number and size of data centers, amplifying their
environmental impact. The inefficient utilisation of computing resources and cooling
systems in data centers further exacerbates their energy consumption and environmental
footprint.

A pressing concern regarding Al's energy consumption is the reliance on non-renewable
energy sources. Conventional power grids, often fueled by fossil fuels, are the primary sources
of electricity for Al computations. This reliance on non-renewable energy exacerbates
greenhouse gas emissions and environmental challenges. Serban et al. (2020) stress the
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importance of transitioning to renewable energy sources for sustainable Al infrastructure.
Incorporating renewable energy solutions, such as solar or wind power, in data centers
can reduce the carbon footprint of Al systems and mitigate their environmental impact.
The adoption of renewable energy technologies not only reduces greenhouse gas emissions
but also promotes the development of a more sustainable energy infrastructure to support
the growing demands of Al computations.

1.1. The energy-intensive nature of Al computations

The energy-intensive nature of Al computations has become a growing concern due to the
significant energy requirements associated with training and running sophisticated Al
models (Henderson et al., 2018). As Al applications continue to advance and become more
complex, the demand for computational power has skyrocketed, leading to increased energy
consumption.

One primary contributor to the energy consumption of Al computations is the training
phase. Training a deep learning model involves feeding vast amounts of data into neural
networks, which then adjust theirinternal parameters through iterative processes to optimise
performance. This training process often requires multiple iterations over large datasets,
utilising powerful hardware infrastructure such as graphics processing units (GPUs)
or specialised tensor processing units (TPUs) (Strubell et al., 2019).

These hardware components are highly energy-intensive, consuming significant
amounts of electricity to perform the complex calculations necessary for training Al models.
The energy consumption during training can range from several hundred kilowatt-hours
(kWh) to several thousand kWh, depending on the size and complexity of the model, the size
of the dataset, and the hardware infrastructure used (Schwartz et al., 2020).

For example, a study by Schwartz et al. (2020) estimated that training a single state-of-
the-art language model can emit as much carbon dioxide as the lifetime emissions of five
cars. This highlights the substantial environmental impact associated with the energy
consumption of Al computations.

In addition to the training phase, the deployment and inference of Al models also
contribute to energy consumption. Once a model is trained, it needs to be deployed and
run on various devices or cloud servers to make predictions or perform specific tasks
in real-time. This inference phase also requires computational resources, although typically
less intensive compared to training. However, when Al models are deployed at scale,
the cumulative energy consumption can still be substantial (Strubell et al., 2019).

The energy-intensive nature of Al computations raises concerns about the environmental
impact and sustainability of Al technologies. As Al applications continue to proliferate
across industries and sectors, the demand for computational resources will only increase,
leading to even higher energy consumption. It becomes crucial to explore energy-efficient
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computing architectures, develop algorithms that minimise computational requirements,
and adopt renewable energy sources to power Al infrastructure (Ding et al., 2021).

Efforts are underway to address these challenges. Researchers and industry experts
are actively working on developing more energy-efficient algorithms and hardware
architectures, exploring techniques such as model compression, quantisation, and
distributed training. These approaches aim to reduce the computational requirements of Al
models without significantly compromising performance (Ding et al., 2021). Furthermore,
there is an increasing focus on optimising data centre operations and adopting renewable
energy sources to power Al infrastructure, reducing the carbon footprint associated with Al
computations (Strubell et al., 2019).

1.2. Data centers: Energy hogs of the Al infrastructure

Data centers play a critical role in supporting the Al infrastructure, serving as the
backbone for storing and processing vast amounts of data. However, these data centers
are also significant energy consumers, raising concerns about their environmental impact
(Dhar, 2020).

Data centers house the servers, networking equipment, and storage systems required
to handle the computational demands of Al workloads. These facilities operate around
the clock, consuming substantial amounts of electricity for powering and cooling
the equipment, as well as providing uninterruptible power supply systems (UPSS)
for backup (Shah et al., 2010).

The energy consumption of data centersis driven by various factors, including the number
and efficiency of servers, the cooling systems, and the overall infrastructure design. Server
racks and cooling equipment consume a significant portion of the energy, with cooling alone
accounting for up to 40% of the total energy consumption (Masanet et al., 2020). A study
estimated that data centers globally consumed approximately 196 to 400 terawatt-hours
(TWh) of electricity in 2020, accounting for about 1 % of the global electricity consumption?.
The energy efficiency of data centers has become a major focus in reducing their
environmental footprint. Efforts are underway to improve server efficiency, optimize cooling
systems, and design data centers with energy-efficient principles in mind. Techniques such
as server virtualization, advanced cooling technologies, and power management strategies
are being implemented to enhance energy efficiency (Shah et al., 2010).

Furthermore, there is a growing interest in adopting renewable energy sources to power
data centers. Many companies are investing in renewable energy projects and purchasing
renewable energy certificates (RECs) to offset their electricity consumption (Dhar, 2020).
For example, Google announced in 2017 that it had achieved a milestone of purchasing

2 Garcia, C. (2022). The Real Amount of Energy A Data Center Uses. https://clck.ru/36kxEN
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enough renewable energy to match 100 % of its global electricity consumption for its data
centers and offices3.

To address the energy challenges posed by data centers, industry collaborations,
government regulations, and research initiatives are being established. These efforts aim
to develop standards, promote best practices, and encourage the adoption of energy-
efficient technologies in data center operations (Shah et al., 2010). In the UK, the Data Centre
Alliance is actively working to drive energy efficiency improvements and sustainability in the
data center industry4.

1.3. Non-renewable energy sources and carbon emissions

Thereliance of Alinfrastructure on non-renewable energy sources has significantimplications
for carbon emissions and the overall environmental impact. The generation of electricity
from fossil fuels, such as coal and natural gas, contributes to greenhouse gas emissions
and exacerbates climate change (Ram et al., 2018). In fact, the carbon emissions from data
centers alone are estimated to rival those of the aviation industry®.

Data centers, which house the computational infrastructure for Al, are known to be
energy-intensive facilities. They require substantial amounts of electricity to power
the servers, cooling systems, and other supporting infrastructure. In many regions, the grid
electricity used to power data centers predominantly comes from non-renewable sources.
For example, in the United Kingdom, a significant portion of the electricity generation still
relies on fossil fuels®.

The carbon emissions associated with non-renewable energy sources directly contribute
to the carbon footprint of Al systems. A study by Rolnick et al. (2022) estimated that training
alarge Al model can emit as much carbon as an average American car over its entire lifetime.

To address these concerns, there is a growing movement within the Al community
to transition towards renewable energy sources and reduce carbon emissions. Several
major technology companies, including Microsoft and Amazon, have made commitments
to achieve carbon neutrality and rely on renewable energy for their data centers’.

Moreover, governments and organizations are taking steps to promote the adoption
of renewable energy in the Al sector. The European Union, for instance, has set targets

Google. (2021). Google reaches 100% renewable energy goal. https://clck.ru/36kxG4
4 Data Centre Alliance. (n.d.). About the DCA. https://clck.ru/36kxHA

Lim, S. (2022, July 14). Media industry’s pollution equivalent to aviation, study finds. Campaign. https://
clck.ru/36kxHu

Department for Business, Energy & Industrial Strategy. (2020). BEIS Electricity Generation Costs. https://
clck.ru/36kxKs

Microsoft. (2022). Microsoft announces plan to be carbon negative by 2030. https://clck.ru/36kxLJ ; See
also Amazon. (n.d.). Amazon and Global Optimism announce The Climate Pledge. https://clck.ru/36kxMP
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to increase the share of renewable energy and reduce greenhouse gas emissions in its
member states®.

Additionally, research efforts are focused on developing energy-efficient algorithms
and hardware designs to minimise energy consumption and carbon emissions during
Al computations. Techniques like model compression, quantisation, and specialised
hardware architectures are being explored to optimise the energy efficiency of Al systems
(Strubell et al., 2019).

1.4. Exploring the need for energy-efficient Al algorithms and hardware

As the demand for Al continues to grow, there is a pressing need to develop energy-efficient
algorithms and hardware to mitigate the environmental impact of Al computations. The
energy consumption of Al systems is a significant concern, considering the carbon emissions
associated with non-renewable energy sources (Rolnick et al., 2022).

Researchers are actively exploring techniques to improve the energy efficiency
of Al algorithms. Model compression, for instance, aims to reduce the computational
requirements of deep neural networks by pruning unnecessary connections or reducing
the precision of weights and activations (Han et al., 2015). This approach can significantly
decrease the energy consumption and inference time without sacrificing model
performance.

Another approach is quantisation, which involves representing numerical values
with fewer bits. By reducing the precision of parameters and activations, quantisation
reduces memory usage and computational complexity, leading to energy savings during
both training and inference (Hubara et al., 2016). Efforts are also being made to improve
the energy efficiency of training algorithms. Gradient compression techniques, such as
sparsification and quantisation, aim to reduce the communication overhead between
distributed devices during distributed training, thus decreasing the energy consumption
(Alistarh et al., 2017). Additionally, advancements in optimisation algorithms and learning
rate schedules can minimise the number of training iterations required, resulting in energy
savings (You et al., 2017).

The development of energy-efficient Al hardware is also a crucial aspect of mitigating
energy consumption. Traditional computing architectures are often not optimised for Al
workloads, leading to inefficient energy usage. To address this, researchers are exploring
new hardware designs, including neuromorphic computing and memristive devices, which
mimic the structure and functioning of the human brain, offering potential energy efficiency
improvements (Merolla et al., 2014; Prezioso et al., 2015).

8 European Commission. (n.d.). EU Climate Action. https://clck.ru/36kxSS
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2. Electronic Waste Generation

In addition to the energy-intensive nature of Al computations, the hardware used in Al
systems also contributes to another significant environmental challenge: electronic waste
generation. The rapid pace of technological advancement and the constant need for
more powerful hardware result in a high turnover rate, leading to a growing accumulation
of electronic waste (Ferro et al.,, 2021).

Al hardware, including GPUs, application-specific integrated circuits (ASICs), and other
specialised components, have relatively short lifespans due to the relentless progress
in technology. As newer generations of hardware are developed, older ones quickly become
obsolete and are often discarded, exacerbating the issue of electronic waste®.

The disposal of Al hardware contributes to the release of hazardous substances
and materials into the environment when not properly managed. These substances can
contaminate soil, water, and air, posing risks to human health and ecosystems. The improper
disposal of electronic waste not only leads to environmental degradation but also wastes
valuable resources embedded in the hardware. Moreover, the disposal of hardware that
contains toxic materials such as lead, mercury, and flame retardants can further contribute
to pollution if not handled properly'°.

To tackle the issue of electronic waste generation in the Al industry, it is crucial
to implement sustainable practices. One approach is to promote the reuse and recycling
of Al hardware. By refurbishing and remanufacturing older hardware, its lifespan can be
extended, reducing the need for constant production of new devices (Ferro et al., 2021).
Additionally, implementing take-back programs and establishing recycling facilities ensure
that discarded hardware is properly managed and valuable materials are recovered for
reuse’’.

In the design and manufacturing of Al hardware, eco-friendly principles should be
embraced. Using materials with lower environmental impacts, designing for recyclability,
and reducing the presence of hazardous substances can contribute to a more sustainable
hardware lifecycle. Adopting modular designs that allow for component replacement and
upgrading can also help prolong the usefulness of Al hardware, reducing the frequency
of complete device replacement (Ferro et al., 2021).

9 Baldé, C. P, Forti, V., Gray, V., Kuehr, R., & Stegmann, P. (2017). The global e-waste monitor 2017: Quantities,
flows and resources. United Nations University, International Telecommunication Union, and International
Solid Waste Association.
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2.1. The rapid pace of Al hardware advancements

The hardware technologies in the field of Al are undergoing rapid advancements, fueled
by continuous innovation that leads to the creation of increasingly powerful and efficient
Al systems (Amodei et al., 2016). A notable development in Al hardware is the evolution
of GPUs into a key component for Al computations. Originally designed for graphics
rendering, GPUs have found extensive adoption in Al due to their ability to handle parallel
processing tasks effectively (Amodei et al., 2016). Their high throughput and computational
power make them well-suited for training and running Al models.

Furthermore, specialised hardware known as ASICs has emerged to cater specifically
to Al workloads. ASICs offer improved performance and energy efficiency by customising
the hardware architecture to optimise Al algorithm execution (Amodei et al., 2016). These
dedicated Al chips provide higher computational density and faster processing speeds
compared to general-purpose processors.

The rapid advancements in Al hardware have been instrumental in enabling significant
breakthroughs across various Al applications. In computer vision, for example,
the availability of high-performance hardware has facilitated complex image recognition and
object detection tasks with remarkable accuracy (Amodei et al., 2016). Similarly, in natural
language processing, powerful hardware accelerates the training and inference of language
models, enabling applications such as machine translation and sentiment analysis.

However, the swift progress in Al hardware also brings challenges. The rapid turnover
of hardware due to newer generations becoming available leads to a significant accumulation
of electronic waste. Outdated hardware components contribute to the growing e-waste
problem, requiring proper disposal and recycling measures to minimise environmental
impact (Ferro et al., 2021).

The continuous introduction of new Al hardware also presents a learning curve for
developers and researchers. Staying up to date with the latest hardware technologies
demands constant adaptation, training, and investment, posing challenges for those
involved in Al development (Amodei et al., 2016). Furthermore, optimising Al algorithms and
software to leverage the capabilities of different hardware architectures adds complexity
to the development process.

2.2. Device lifecycles and the E-waste predicament

The rapid advancement of Al technologies has led to a proliferation of electronic devices,
resulting in a concerning rise in electronic waste, or e-waste, which poses significant
environmental and health risks'2. The lifecycles of Al hardware play a crucial role in determining
the extent of e-waste generated and the environmental impact associated with it.

12 pjd.
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The lifecycle of Al hardware begins with the extraction of raw materials and
the manufacturing process. The production of Al devices involves the extraction of precious
metals, rare earth elements, and other valuable materials, many of which are non-renewable
and require substantial energy inputs (Ferro et al.,, 2021). The extraction and processing
of these materials contribute to environmental degradation and often involve hazardous
substances that can harm ecosystems and human health.

As Al hardware advances rapidly, the lifecycle of devices becomes shorter, with newer
models frequently replacing older ones. This phenomenon, known as planned obsolescence,
exacerbates the e-waste predicament, as outdated Al devices are discarded, leading
to a significantaccumulation of electronic waste'3. E-waste contains hazardous components
such as lead, mercury, and flame retardants, which can leach into the environment and
contaminate soil, water sources, and air if not properly managed.

The improper disposal and inadequate recycling of e-waste further compound the
problem. Many electronic devices end up in landfills or are incinerated, releasing toxic
substances and contributing to air and soil pollution™. Inadequate recycling practices also
result in the loss of valuable resources that could be recovered and reused.

Policymakers play a crucial role in establishing regulations and incentives to promote
proper e-waste management. Policies such as extended producer responsibility (EPR) can
hold manufacturers accountable for the environmental impact of their products throughout
their lifecycle, encouraging them to adopt sustainable practices and invest in recycling
infrastructure™. Additionally, the development of effective collection systems, recycling
programmes, and refurbishment initiatives can help divert Al devices from landfills and
promote their reuse.

The circular economy approach offers a promising solution to the e-waste predicament.
It emphasises the reuse, refurbishment, and recycling of electronic devices, aiming to minimise
resource consumption and environmental impact (Ferro et al., 2021). By adopting circular
economy principles, Al hardware can be designed and managed in a way that maximises its
lifespan and reduces the need for constant upgrades, thus mitigating the generation of e-waste.

2.3. Strategies for responsible e-waste management in Al

Inorderto address the environmental concerns associated with electronic waste generated
by Al hardware, several strategies have been proposed to promote responsible e-waste

13 Baldg, C. P, Forti, V,, Gray, V., Kuehr, R., & Stegmann, P. (2017). The global e-waste monitor 2017: Quantities,
flows and resources. United Nations University, International Telecommunication Union, and International
Solid Waste Association.
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management throughout the Al lifecycle. These strategies aim to mitigate the adverse
impacts of e-waste disposal and contribute to a more sustainable approach to Al
technology.

1. Incorporating Design for Disassembly (DfD) and Design for Recycling (DfR) principles
in the design and manufacturing of Al hardware can facilitate the efficient separation and
recycling of components. By ensuring that devices are designed with ease of disassembly
and recyclability in mind, the amount of e-waste generated can be reduced.

2. The concept of Extended Producer Responsibility holds manufacturers accountable
for the entire lifecycle of their products, including their proper disposal (Kahhat et al., 2008).
Implementing EPR regulations specific to Al hardware can incentivize manufacturers
to design products with recyclability in mind and take responsibility for their environmentally
sound disposal and recycling.

3. Establishing effective take-back and recycling programs is crucial for facilitating
the responsible disposal of Al hardware. Manufacturers can collaborate with specialised
e-waste recyclers or set up collection points to ensure the proper recycling of Al devices and
prevent them from ending up in landfills or informal recycling facilities.

Embracing the principles of a circular economy can help minimise e-waste generation
by promoting resource efficiency and product reuse (Geissdoerfer et al., 2017). Strategies
such as refurbishing and repurposing Al hardware, as well as creating secondary markets
for used devices, can extend the lifespan of Al systems and reduce the need for new
production.

Continued research and development of advanced recycling technologies are
essential for improving the efficiency and effectiveness of e-waste recycling (Widmer et al.,
2005). Innovations such as hydrometallurgical and biotechnological processes can extract
valuable materials from Al hardware while minimising environmental impact and reducing
the reliance on traditional extraction methods.

By implementing these strategies, responsible e-waste management practices can
be integrated into the Al industry, leading to a more sustainable approach to Al hardware
production, use, and disposal.

3. Data Centre Infrastructure

Data centres have witnessed significant growth in recent years due to the increasing demand
for digital services. This expansion has resulted in a heightened environmental impact.
The construction and operation of data centres require substantial land and resources,
contributing to land use changes and habitat destruction (Mell & Grance, 2011). Moreover,
the proliferation of data centres in urban areas has raised concerns about their impact
on local communities and infrastructure.

https://www.lawjournal.digital




Journal of Digital Technologies and Law, 2023, 1(4) elSSN 2949-2483

Data centres are renowned for their high energy consumption. The constant operation
of servers, networking equipment, and cooling systems demands a considerable amount
of electricity. Cooling data centres poses particular challenges. The heat generated by servers
and other IT equipment needs efficient dissipation to maintain optimal operating conditions.
However, traditional cooling methods, such as air conditioning, are energy-intensive and
inefficient. This has prompted the exploration of innovative cooling technologies, including
liquid cooling and advanced airflow management systems, to enhance energy efficiency
and reduce the environmental impact of data centres (Masanet et al., 2020).

Water is a vital resource used in data centres for cooling purposes. However,
the substantial water consumption of data centres can strain local water resources,
especially in regions already grappling with water scarcity or competing demands. Cooling
towers, relying on evaporation, can consume significant volumes of water.

To address the environmental impact of data centres, industry stakeholders are actively
exploring and implementing sustainable practices. These practices include:

Energy-efficient design: Data centres can adopt energy-efficient design principles, such
as optimising server utilisation, improving power distribution systems, and utilising energy-
efficient hardware. These measures can significantly reduce energy consumption and
carbon emissions (Beloglazov et al., 2011).

Transitioning to renewable energy sources, such as solar or wind power, can assist
data centres in reducing their dependence on fossil fuels and decreasing greenhouse gas
emissions.

Rather than dissipating the heat generated by data centres, waste heat can be
captured and utilised for other purposes, such as heating buildings or generating electricity.
This approach maximises the energy efficiency of data centres and reduces their overall
environmental impact.

Implementing water-efficient cooling technologies, such as closed-loop cooling
systems and water-saving cooling towers, can help reduce water consumption in data
centres. Additionally, recycling and reusing water within data centre operations can minimise
the strain on local water resources.

By adopting these sustainable practices, data centres can strike a balance between
meeting the increasing demand for digital services and minimising their environmental
impact, contributing to a more sustainable and responsible digital infrastructure.

4. Understanding biases in Al training data

Al algorithms heavily rely on training data to make informed decisions. However,
these datasets can often contain inherent biases, which can lead to biased outcomes
in environmental decision-making. Biases in training data can arise from various sources,
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including historical data reflecting existing societal inequalities and systemic biases
(Caliskan et al., 2017). It is crucial to recognise and address these biases to ensure fair
and equitable environmental decision-making processes.

Biased Al applications in environmental decision-making can exacerbate existing
environmental disparities faced by marginalised communities. For example, if Al algorithms
are trained on datasets that disproportionately represent affluent areas, decisions
regarding resource allocation or environmental policies may neglect the needs and
concerns of marginalised communities (Benjamin, 2019). This further marginalises these
communities, perpetuating environmental injustices.

Biased Al applications can perpetuate and amplify inequalities by reinforcing
existing social, economic, and environmental disparities. For instance, if Al algorithms
are biased against certain demographics or geographic areas, it can lead to unequal
distribution of environmental benefits, such as access to clean air, water, or green
spaces. Furthermore, biased algorithms can result in discriminatory outcomes, such
as disproportionate pollution burdens or inadequate environmental protections
in marginalised communities.

To mitigate the biases and promote fairness in Al environmental decision-making,
several measures need to be taken:

It is essential to ensure that Al training datasets encompass diverse perspectives
and accurately represent the affected communities. This requires careful curation of data
to address underrepresentation and avoid reinforcing existing biases (Sweeney, 2013).

Developing Al algorithms that are transparent and explainable allows for scrutiny
and identification of biases. This helps stakeholders, including affected communities,
to understand how decisions are made and challenge potential biases (Burrell, 2016).

Continual monitoring and evaluation of Al systems are crucial to identify and rectify
biases that may emerge over time. This involves ongoing assessment of Al applications’
impacts on different populations and their alignment with equity and fairness goals
(Crawford & Calo, 2016).

Involving affected communities in the design, implementation, and evaluation of Al
environmental decision-making processes can help ensure fairness and equity.

By addressing biases in Al training data, acknowledging environmental disparities
faced by marginalised communities, and implementing measures to promote
fairness and equity, it is possible to mitigate the risks of Al amplifying environmental
injustices. Responsible and inclusive Al applications can support informed and
equitable decision-making processes that contribute to a more just and sustainable
environment for all.
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5. Disruption of Natural Ecosystems

The expansion of Al technologies and their integration into various sectors has raised
concerns about their potential impact on natural ecosystems. One area of concern is
the disruption of wildlife habitats and migration patterns. Al-driven infrastructure, such as
the construction of data centers and communication networks, often requires significant
land use, leading to habitat fragmentation and loss. This disruption can have adverse effects
on wildlife populations by limiting their access to resources and disrupting crucial migration
routes, ultimately posing a threat to biodiversity and ecological resilience.

The use of Al for environmental monitoring and conservation presents both opportunities
and challenges. On one hand, Al enables efficient data collection, analysis, and interpretation,
thereby enhancing our understanding of biodiversity, climate change, and ecosystem health.
It enables us to detect patterns, make predictions, and inform conservation strategies.
On the other hand, an overreliance on Al may result in a reduction in field-based research
and human involvement, potentially overlooking the nuanced ecological processes that can
only be observed through direct observation (Koh & Wich, 2012).

To mitigate the ecological disruption caused by Al, it is crucial to adopt responsible
deployment practices. This includes conducting comprehensive environmental impact
assessments before implementing Al technologies, evaluating potential risks to ecosystems,
and identifying appropriate mitigation strategies. Moreover, it is important to integrate Al
into existing conservation strategies and involve local communities in decision-making
processes. This participatory approach fosters a holistic understanding of ecological
systems and facilitates the co-design of Al applications that benefit both biodiversity and
human well-being.

6. Existing Regulations Related to Al's Environmental Impact
in the European Union

The growth of artificial intelligence has prompted governments and regulatory bodies
to address its potential environmental impact. Some countries and regions have already
taken steps to regulate the ecological cost of Al.

In the European Union, the EcoDesign Directive (2009/125/EC) has been extended
to cover servers and data storage products since March 2020. This regulation sets minimum
energy efficiency requirements for these products, including those used in Al hardware.
It aims to reduce energy consumption and curb the environmental impact of data centers
and other Al infrastructure components’®.

16 Directive 2009/125/EC of the European Parliament and of the Council of 21 October 2009 establishing a
framework for the setting of ecodesign requirements for energy-related products (recast) (Text with EEA
relevance). (2009). Official Journal of the European Union, L 285, 10-35. https://clck.ru/36kxU5
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Along with the EcoDesign Directive, the Waste Electrical and Electronic Equipment
(WEEE) Directive plays a crucial role in the sustainable management of electronic waste,
including Al hardware components. The WEEE Directive outlines rules for the proper
handling and disposal of electronic waste, ensuring that discarded Al hardware is managed
in an environmentally responsible manner. The responsibility for the collection and recycling
of e-waste is placed on manufacturers and users, promoting the circular economy and
minimizing the environmental impact of Al hardware disposal’’.

As part of the WEEE Directive's evaluation process, a public consultation on the EU
Directive on waste electrical and electronic equipment was scheduled for June 2023.
This consultation allows stakeholders and the public to provide feedback and input on the
effectiveness and future improvements of the WEEE Directive.

The European Union has also implemented the Regulation (EU) 2019/424 on the eco-
designrequirements for servers and data storage products. Thisregulation, which entered into
force in March 2020, aims to set minimum energy efficiency requirements for these products,
including those used in Al hardware, with the purpose of reducing energy consumption and
curbing the environmental impact of data centers and other Al infrastructure components™®.

These regulations within the European Union demonstrate the commitment to address
the environmental impact of artificial intelligence and promote sustainable practices in
the technology sector. By setting energy efficiency standards and promoting responsible
e-waste management, the EU aims to foster a greener and more environmentally friendly
approach to Al development and deployment.

Conclusion

In conclusion, when reflecting on the hidden ecological cost of Al, it becomes evident
that we must acknowledge and address the environmental implications that come
with its development and integration. The energy-intensive nature of Al computations,
the generation of electronic waste, the disruption of natural ecosystems, and the potential
for biased decision-making all highlight the need for proactive measures. By recognising
the importance of sustainable practices such as energy-efficient algorithms, transitioning
to renewable energy sources, responsible e-waste management, and ethical considerations,
we can strive towards a more harmonious and environmentally conscious integration of Al.

17" Consolidated text: Directive 2012/19/EU of the European Parliament and of the Council of 4 July 2012 on
waste electrical and electronic equipment (WEEE) (recast) (Text with EEA relevance). https://clck.ru/36kxYS

18 Commission Regulation (EU) 2019/424 of 15 March 2019 laying down ecodesign requirements for
servers and data storage products pursuant to Directive 2009/125/EC of the European Parliament and of
the Council and amending Commission Regulation (EU) No 617/2013 (Text with EEA relevance). (2019).
Official Journal of the European Union, L 74, 46—66. https://clck.ru/36kxbm
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It is our collective responsibility to navigate the path towards a better future where
Al benefits both humanity and the planet. By prioritising environmental sustainability
and taking proactive steps to mitigate the ecological footprint of Al, we can create a future
that harnesses its potential while preserving and protecting our natural resources. Through
collaboration, research, and the development of policies and regulations, we can shape
the evolution of Al towards a more sustainable and ethically sound direction.
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Bo3pgeitcTBue CKYCCTBEHHOTO MHTENNEKTA
Ha OKPYXAIOLLYIO CpeAly: CKPbITble IKONOrHYecKue
M3[ePXXKH N ITUKO-NPaBOBbIe BOMPOCHI

Anecs Xyk

YuuBepcuTteT Nomney Gabpa
r. BapcenoHa, NcnaHus

KnioueBble cnoea AHHOTaUMUA

anropuTMmuyeckas Lienb: BbiSIBNIeHWE CKPbITbIX 3KOJIOTMYECKUX W3AEPXKEK, CBSA3AHHbIX
npeaB3sATOCTb, C pa3paboTKOW, BHEAPEHUEM U Pa3BUTUEM TEXHOJIOTUA UCKYCCTBEHHO-
MCKYCCTBEHHbIW MHTENIEKT, roO WHTENNEKTa, C Lefiblo ero yCTOMYMBOM M FapMOHWYHON MHTerpaumu
noTpe6neHne aHeprum, C PasNYHbIMU CEKTOPAMM SKOHOMMUKU NyTeM OMpeaeneHns oNTUMasbHbIX
npaeo, HPABCTBEHHO-3TUYECKMX U MOIMTUKO-NPABOBbIX CTPATErnii.

NpUpoAHbI€ 3KOCUCTEMDbI, MeTogbl: B OCHOBE NPOBEAEHHOr0 UCCNENoBaHNUA NIEXUT 3KOMOrMYeCcKuin
ycTonuMBOE pasBuTHe, MoAxofd K paspaboTKe U BHEAPEHUIO UCKYCCTBEHHOrO WHTESNEKTa, MeX-
LieHTP 06paboTKM laHHbIX, OVUCUMNIIMHAPHbBIA U MONIUTUKO-NPABOBOW aHaNIM3 9KOMOrnYeckux npobnem
LMdpoBbIe TexHosornm, M PUCKOB anropMTMUYECKOW MPeaB3sATOCTH, OLUMBOK B anroputMax UCKyc-
9KOJIOrN4ECKNE U3NEPXKKN, CTBEHHOrO MHTENNIeKTa U MnpoLeccax NPUHATUS PEeLUEHWId, KOTopble MOryT
SNEKTPOHHbIE OTXOAbI yCyry6uTb 9KOMOMMYeckoe HEPABEHCTBO M HECTIPABEATMBOCTb B OTHOLLEHUM

K OKpyXatoLlei cpefe. Kpome Toro, noaBepXXeHbl aHann3y Bbl3aBaHHbIe pas-
BUTMEM TEXHOJIOTUIA UCKYCCTBEHHOMO MHTESSIEKTA MOC/IEACTBUSA paspyLLEHNTA
NPUPOAHBIX IKOCUCTEM, OBYCIOBIIEHHbIE SHEPrOEMKMNM XapaKTePOM CBA3aH-
HbIX C HUM BbIYMCIEHUIA, PACTYLLMM BIIUSAHUEM LIEHTPOB 06PabOTKUN AaHHbIX
Ha noTpebreHne SHeprum 1 NPo6eM C UX OXTaXKAEHNEM, 06pa3oBaHMUE 3MekK-
TPOHHbIX OTXOAOB M3-3a 6bICTPOro COBEPLUEHCTBOBAHUA 060PYAOBAHNA U Ap.

PesynbTaTbl: MpOBefeHHbIA aHanM3 MokasblBaeT pasHoobpasue 3Ko-
JIOTUYECKMX, 3TUYECKMX W MOJIMTUKO-NPABOBbIX MNPO6/eM, CBSA3aHHbIX
C 06y4YyeHMeM, UCMONb30BaHMEM U Pa3BUTMEM UCKYCCTBEHHOIO UHTENsIeK-
Ta, NOTPe6NAOLWEro 3HaYMTe/IbHOe KOIMYECTBO 3Heprn (B OCHOBHOM U3
HEeBO306HOB/IAAEMbIX UCTOYHUKOB), UTO MPUBOAMUT K YBESIMYEHMUIO BbIGpO-
COB yrfiepofia U co3pfaeT NpPensTCTBUSA ANA OallbHENLIEro yCTOMUYNBOro
9KOJIOrMYECKOro pasBuTUs. HenpaBwuibHas yTuausauusi o60pyaoBaHMs
WCKYCCTBEHHOIO MHTENNEKTa YCyrybnseT npobsiiemMy 3MeKTPOHHbIX OTXO-
[lOB, 3arpsisHeHWs NiaHeTbl, elle 60bllie HaAHOCA yLiep6 OKpy>KatoLel
cpefe. OWnbKM B afiropuTMax MCKYCCTBEHHOIO MHTeNNIeKTa M npoleccax

© Xyk A., 2023
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NPUHATUA peLueHm7| BeAyT K HecCrnpaBea/MBOCTU B OTHOLLUEHUU OKpY>Kato-
Len cpeabl U 9KOJTIOrM4eCKOMY HEepaBEHCTBY. TexHonorum NUCKYCCTBEHHOIo
MHTeNnJ1IeKTa MOryT HapywaTtb NpupoaHble 3KOCUCTEMbI, CTaBA noAa yrposy
cpeny 06UTaHUSA OUKUX XXUBOTHbIX 1 MOAENN MUrpauunn.

HayuyHasi HOBM3Ha: UccneaoBaHWe 9KOJIOrMYEeCKMX MOCNEACTBUI UCMOSIb-
30BaHUs U gasnibHeWLWero pasBUTUS UCKYCCTBEHHOIO MHTE/IEKTA, Bbl3BaH-
HbIX B CBSI3M C 3TUM 3KOJIOMMYECKMX HAPYLUEHWUI U N3EPXKEK YCTONYMBOIO
pa3BUTKSA NMO3BOJISIET ONPeAEeNUTb HayYHbI1 MOUCK ONTUMasbHbIX CTpaTe-
M MMHUMU3ALMKM Bpefa OKpy)Katlollen cpefie, B KOTOPOM NpaBoBeamM
N ropucTaMm NpeacTouT YyCTaHOBUTb 3TUKO-NPaBOBble U NOMUTUKO-NPaBo-
Bbl€ pelLleHUs Ha HaLMOoHaIbHOM U HaJHaLMOHAIbHOM YPOBHSAX.

MpakTnyeckasa 3Ha4YMMOCTb: MOHMMaHME 3KONOrMYeCcKoro BO3AenCTBMS UC-
KYCCTBEHHOIO MHTes/IeKTa UMEET peLlatoLee 3HaueHune Ans NoNTUKOB, topu-
CTOB, UccnefoBaTeNiei, oTpacneBbiX CNeLMannucToB Npu paspaboTke cTpa-
TerMn MuHUMM3aUUK Bpefa oKpyxatowlen cpepe. onyyeHHble AaHHble
noayepKMBalOT BaXKHOCTb peanu3auun aHeproa@deKTUBHbIX anropuTMoB,
nepexofga Ha BO306HOBMSIEMble WCTOYHUKM IHEPruK, BHEOAPEHUs OTBET-
CTBEHHOW NPaKTUKK 06paLleHns C 3/IEKTPOHHbIMU O0TXoAamu, obecnedyeHus
cnpaBeg/iMBOCTU MpU MPUHATUM PELLUEHUA UCKYCCTBEHHbIM WHTENNIEKTOM
M yyeTa 3TUYECKUX COOBPaXKeHU U MpaBW1 ero BHeLPEHMS.
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Keywords Abstract

artificial intelligence, Objective: modern achievements in the development and dissemination
ChatGPT, of digital technologies have attracted the attention of scholars and
cyber security, practitioners to the discussion of key ethical issues related to artificial
data privacy, intelligence and robotics. Hence, this study presents the most relevant
digital technologies, of these issues, posing new challenges for legal scholars and practitioners
ethics, to develop the regulation of artificial intelligence and robotics in terms
law, of technology moralization.

robot, Methods: the research used practice- and risk-oriented approaches,
robotics, complemented by multidisciplinary analysis of documents (European
safety principles and codes of ethics) and studies, including those devoted

to various problems of artificial intelligence and robotics.

Results: the article identifies key ethical issues in the field of artificial
intelligence and robotics. It is established that the key ethical issues
involved can be solved if they are legally formalized and implemented
at the international level. The algorithm proposed by the author, based
on the analysis of the digital technologies application, will allow improving
the moral actions of technologies in the process of their decision making.

Scientific novelty: the article presents the latest ethical problems that
concern scientists and practitioners in the field of artificial intelligence and
robotics, and the methods of their solution by ethical and legal means aimed
at moralizing technology and increasing its responsibility.
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Practical significance: all solutions presented in the article have practical
significance and are ready for wide implementation at the international
level. Their formalization in normative form and subsequent compliance
will reduce the harm that artificial intelligence may cause in applied
fields, including robotics using artificial intelligence. Regulatory, including
legislative, decisions must therefore be taken as soon as possible to ensure
that artificial intelligence and robotics become reliable tools for these
systems to be used at work, at home, and in other areas such as shopping
centers, stores, schools, universities, etc.
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Introduction

Artificial Intelligence (Al) (Rich et al., 2009) has gained a lot of momentum all of its own
recently. The progress in Al was immense in the past few years. The progress is record-
breaking in each of its application areas (Saveliev et al., 2021). Further, many segments
of recent developments in Al were, firstly, never thought of and, secondly, many things were
never imagined as well (Xiao-Fan et al., 2023; Kumar et al., 2023). ChatGPT is one such
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example wherein even the makers of this Al product were stunned in surprise by the peaks
of development they made. ChatGPT is just one such example; the progress is seen in many
domains, not just in generative texts, but in many parts of Al research. Some of these are
discussed in this paper.

Artificial Intelligence (Al) is a term coined for a branch of science that deals with
mimicking the working of the human brain to accomplish difficult work that humans perform.
The aim was to ease human work and perform like humans or to provide auxiliary help
in tasks presented to humans. The subject Al (Rich et al., 2009; Stahl, 2021; Mueller, 2012)
is constituted of an amalgamation of many fields such as computer science, mathematics,
cognitive sciences, and psychology to mention a few. The inception of Al was in the early 50's
and it gained the interest of researchers since then (Turing, 2009; Schank, 1991). The subject
was developed to build algorithms and/or machines that can do work or perform like humans
and in some cases where humans could not do work, Al-based intelligent machines could
do work for humans, for example, mining for metals in Earth’s crust (Lesandrini et al., 2023;
Memarian & Doleck, 2023).

The aim of Al was never to harm humans. The aim of Al was never to replace humans
and the aim of Al was never to take over the world of humans. The aim of Al was to augment
humans, to help humans, to help scientific discoveries, to help humans in case of natural
calamities, to help humans in pandemic-like situations, and so on. Other applications where
Al seems to insightfully help humans are in day-to-day medical care centers, mechanical
engineering companies, driving in semi and fully-automated cars, in bot-based deliveries
in dire flood-like situations, in intelligent robotics in various segments of application such
as textile engineering to even in running advancements in aircraft, traffic management, and
space programs, to mention a few.

But now the development of Al has been at its greatest peak and it can do the work
humans are doing in almost all fields. So many jobs are being replaced by Al these days,
but that should not fear people. New jobs are created at the same rate as well. However,
the statistics for new jobs created versus jobs lost is yet to come out to common people. This
is how development has been progressing since the industrial revolution. Getting into a new
domain of work because Al has taken away many workflows is not easy. We all remember
when the textile engineering department was computerized then so many jobs were taken
away. The affected engineers had to take new jobs. Once an area becomes obsolete, a new
area of development starts. When mobile phones came, landline phones became obsolete.
Today the same mobile phones provide employment to many people all around the globe.
More on solutions to job loss is discussed in the coming sections.

The aim of this paperis to present the ethical aspects of Al, its ethical uses, and proposed
solutions to problems that arise with the growth of Al and especially Al with Robotics.
Section 2 describes the why behind studying Al and Robotics ethical issues. Section 3
discusses Robotics with Al. Section 4 presents the solutions for key ethical problems in Al
and Robotics, and Section 5 gives the conclusion of the paper.

957
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1. Preliminary notes on Ethics in Al and Robotics

Many people think of Al as a threat to its useful applications. However, as with other
scientific disciplines, Al is a well-grown subject on its own. The need for laying out the
rules for Ethics in Al and Robotics is discussed in this paper. It must be known that just
like other subjects of science, Al too needs to have certain constraints in its development,
discovery, and deployment. This is nothing new, the well-developed subjects such as
chemistry, physics, biology, and so on, all have guidelines of use. One example can be
some lab-grown fungi, being leaked out and creating havoc in nature; this can be the result
of a lack of caretaking and missed protocols of the lab in which fungi were stored for some
practical works. Hence, guardrails are laid out in all fields of science and hence should be
employed in Al and Robotics as well. Another example is a new car using nuclear energy to
run the engines. If not tested well in all extreme temperatures and conditions it can create
many mishaps.

The difference between other scientific disciplines and Al is that Al grew from some
scientific disciplines primarily consisting of computer science and mathematics, in which
there are no protocols for the delivery of products. Hence, it all started with the delivery
of Al products without scientific and social guidelines for deployment. Another reason is
Al is still a newbie when compared to other subjects; this must be accepted while framing
the constraints of products produced with Al.

The good news is there are no major regular faults with Al and Robotics yet. Some
problems that occurred a little while back were in autonomous cars and recommender
system of a tech giant. The future may develop more Al and Robotics products but
those should be ethical, there are the responsibilities of Al. Al has helped humans
reach the level of development that exists today. So many devices and products
we use, from washing machine to dishwasher to online vacation ticket booking, are
rich in one form of Al or another. They are to be used in the future as well. The use
of Al cannot be stopped; hence, Al and Robotics need to follow ethics to be used
in larger potential.

Al is now an independent subject of its own. What we require now is that Al has its
own instruction manuals, just like all physics experiments have pre-defined instructions,
likewise all Al and Robotics experiments must have instruction sets. This must be done
for each Al application. It may take some time to draw the instruction set, and the hope
is, it shall be useful for we are defining the rules scientifically. This compliance of rules
shall be tested well before the release of each Al product, be it in Robotics or just in NLP
(Rich et al., 2009) tasks that do the recommendation or play a song based on your liking.
Hence, proper guidelines for all kinds of Al labs need to be set up.
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2. Robotics

The definition of Robotics is extensive and characterization is still bleak. Typically, robots
are entities and machines that define mechanical movements and can be with or without
any kind of Artificial Intelligence. Robotics is the study of robots (Agarwal & Stoff, 2023).
However, this paper shall be focused on smart Robotics (Joachim et al., 2021) equipped
with capabilities to run and work on Al-based concepts. The use of robotics can include
a wide range from mere mechanical jobs, to robots for medical surgery, to even humanoid
robots ready for space discoveries and space travel on their own, but still to be guided in one
way or another by human targets.

There are other concerns about the definition of Robots, as in a machine that is remotely
guided to perform some tasks. There are discussions on this as well (De Felice et al., 2022),
whether such a machine is called an intelligent robot. The answer varies but we consider the
answer to be yes, for it is not using a human brain, but signals sent from a distance through
the internet or other sources. An example of such devices is loT-based bots. Hence, these
products increase the definition of Robotics, indeed intelligent robotics. They mimic the
working of the brain, even if it is through a communication channel. This extends the laws
of Ethics in Robotics to be applied to all such devices as well.

Why is Robotics and its analysis important to be considered in Al Ethics discussion?
This is because Robotics is the future in which Al is heading to. Robots should always be
monitored and altered by humans under whose supervision the assigned task is performed.
Here comes ethics for Robotics that use Al. The Ethics for Robotics constitute not only
the management of work undertaken but also how the Al-powered Robotics affect its
environment actors around the task area.

2.1. Responsible robotics

Responsible robotics (Memarian & Doleck, 2023) is the robotics which aims to help humans
in performing tasks that can vary from day-to-day household chores to even complicated
surgeries, and even to journeys in space for scientific discoveries. But being a major part
of Al, robotics should not harm humans and their environments. This should be the aim
with which responsible robotics should be built, this needs to be the foundation stone of
building intelligent Al-based Robotics. It must be noted that responsible robotics cannot
hither to the other side of wrong impacts given the inputs are modeled into outputs.
For this, the ethics protocols need to be made.

Why we need robots is a different question. They are required to do things to help
humans or things which humans cannot do. Robots work on programming languages
to even bytes and bits-based data. Intelligent robotics needs to understand problems
before it can solve them.
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Whether we use Robotics (Brooks, 1991) with Al, many kinds of robotics are now in use
in industries, MNC companies, and manufacturing. They can be used in rescue operations
from a mine in case of some need, to colonize another planet or space object before humans
reach a new place in outer space that is not safe for humans. For the safety of humans,
robotics needs to be sent to other outer space locations before humans. Yes, people do say
“There is no Planet B”, that is true now, but mankind progresses with hope, and with hope,
humans have reached this advancement in all sectors of development. There is no harm
in trying to make Al and Robots that can help the health and well-being of Planet A, which
is the Earth while fostering other space bodies for life and needs.

Other areas where Al-based Robots can help are fire-resistant robots to help in extreme
forest fires which the firefighters cannot extinguish fire. Robots can take out metals and
reusables from garbage and to automatically distinguish single-use plastic from other kinds
of garbage. How much can humans do alone? There are jobs not meant for humans, let
us accept that. There come Al-based machines and Robots to use. With their use comes
the responsibility of humans to make these machines safe for use. Once again, Al is still
in its youth and in the nascent stage of development; hence, there should be nothing to fear,
as long as ethics are applied to all new or old use cases for Al applications.

3. Solutions for Ethics in Al and Robotics

Once the software is set and a machine always follows the rules inscribed in its software,
one can be confident that responsible robotics cannot hither towards the wrong side. There
are two characterizations of Al in terms of its use and the outputs it produces. These are
given as follows (Kumar et al., 2023):

1. The good Al

The good Al is the beneficial Al, which is developed to accomplish some tasks. It can
be tested using black box and white box testing as well. These kinds of Al applications
require fixed inputs and produce fixed outputs that are well predictable. These may use
typical pattern recognition tools (Duda & Hart, 2006) such as decision tree-based solutions
to predict leukemia using a support vector machine. These algorithms cannot do harm
to anyone and they typically have predefined output guidelines. Other uses are in defense,
aircraft flying, rocket launch, to even healthcare prediction, to operations. Hence, these
algorithms are termed as good Al.

2. The bad Al

The Al algorithm can harm by use of bias, privacy sacrifice, bad language, self-esteem
or even hurting in any form, and more comes under bad Al. These things materialize in Al
as beautifying apps that affect teenagers’ self-esteem, video editing by adults, fake profiles,
fake images, Al-based agents playing games, fake and manipulated news, hacking with Al,
and copywriting issues, to mention some. These can lead to self-harm apart from losses
in personal and professional lives.
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All major problems that we need solutions for are products of bad Al. Good Al is
primarily ethical and does not provide any harmful problems. These typically use machine
learning (Bishop, 2006, Palladino, 2023) algorithms to find solutions and work on the
problems. Still, to be on the safer side, let the guidelines be made for all kinds of Al, good
Al, bad Al or simple Al, or AGI, the general intelligence-based Al. For any of these Al and
Robotics with Al need to follow both black box testing and white box testing. The testing
can to some extent prevent wrong outputs. Black box testing can be performed by any
good computer-literate person, while white box testing is more comprehensive testing
that involves getting into the codebase to get the why of an encountered error. This solves
the problem from the root. Hence, white box testing should be encouraged in ethical Al
and its use in Robotics and IoT.

3.1. Privacy

n "

Al tools such as “Help me write”, “smart compose” and “smart reply” can raise privacy
concerns (Zhang et al., 2021; Stahl & Wright, 2018), due to the impression that your emails
are being read by Al and can be used in the wrong ways. Privacy does not end with emails.
Privacy can extend to data privacy, where data entered by a person is at risk of leaking, and
personal privacy where the profile of the Al hardware/software user is at risk. The data can
be data about the user’s personal choices or about their company, family, or properties.
Moreover, any kind of attack on privacy is wrong, and Al-based tools and apps should be
saved from privacy attacks or virus threats. Al apps should be made in such a way as
to avoid attacks by viruses. Further, Al apps themselves can generate data from users’ web
browsing or other activities; all these should be taken care of before using the Al tool.

The solution to this problem is self-awareness and installing relevant patches on
the system that use Al, installing anti-malware and antivirus on systems. For other apps that
use Al-based auto-fillers, a toolkit maker must be contacted to appliy the code of conduct
for Al tools. This is the only way to gain security over our data.

3.2. Ownership

With the advancements in Al comes the problem of ownership. Al initially was used by
artists to help artists, songwriters, scriptwriters, and movie makers but now it has taken
over all these domains. Who taught Al all this? The answer is humans. Al-based software
was trained on hundreds and thousands of human-created art, photographs, chats and
texts. But when Al software creates something new, say a new image file, it may be created
using thousands of man-made items This means the credit for new images made by Al
to some extent lies in the hands of humans who made the base image, and who made Al
learn painting or singing, as the case may be.
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The solution to this can be understood as follows. There are traditional artists and
Al and digital arts-based artists. Let us understand all this with the help of restricting art
to painters; similar analogy would apply to other artists, be they scriptwriters or musicians,
to mention a few.

3.2.1. Traditional artists

Traditional artists stick to age-old ways along with newer approaches to make art. Many
artists create artwork with traditional colors and styles and may choose acrylic paints while
some use tough oil paints. Many artists work with glass or clay. These are all examples
of traditional ways of creating art. For them, this art is not only their profession but also their
livelihood, passion, and source of love and worship. Most artists work as a hobby and for
generating side income; these artists may not be as badly hit as those who rely completely
on art for a living.

As with newer developments in Al, new needs, and developments in technology, old
ways of making art seem to become obsolete. The newer kinds of art are:

1. Faster to make,

2. Typically cheaper, and

3. More lucrative (Scimeca & Bonfiglio, 2023).

However, most people still prefer the original arts. Traditional kinds take more effort
than the competitive digital arts. For many, getting in a new technique is not an easy task
to do, and hence they stick to older and typical ways to create art. Initially, digital arts are not
easy to grasp either but once an artist is a master of digital art it will not take much hurdles
to expertise in it.

3.2.2. Tech and Al artists

The Tech and Al artists are the artists who use some form of technology or Al to make
artwork of any kind, be it music, script writing, or painting. These can use tools such as
digital art software, 2D or 3D printed art, or may be powered by Al and Robotic hands.
These artists take training to learn the toolkits; once learned the artists are free to explore
the infinite world of arts that can be made with these toolkits. The Al-powered toolkits
are even more interesting to make, though an artist may need to write a few lines of code
to generate such masterpieces in music and arts. Here, the artist may be working
in collaboration or on their own, and at times an artist works on artwork from scratch and
many times they edit the work of other artists to enhance them.

Some of these arts can be made on top of art which are not owned by the group of artists
who are making the new art. Then legally the original art owner possesses the rights
to his/her art. They own the copywriting of the art and still, there are no stringent laws
to take care of this. Here both suffer: the digital artist who has put his or her Al-based art
knowledge on someone else’s artwork, and the original traditional artist(s) for not getting the
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acknowledgment as deserved. Till the time a law comes to this front, an acknowledgment
must be paid to the base artist.

The pressure on artists is enormous, both on traditional artists and digital and Al-
based artists. The concerns include license of use, earning, owning the rights, publicity, and
certificate of authenticity.

3.2.3. Solutions

The Al and Robotics based arts are trained on thousands and more of human-made
artworks, photographs, scripts, etc. These training data is used to make newer artwork.
But it is not always clear how to find the original makers of artwork from Al-generated art.
Sometimes the contribution is just to make a colored ball in the new Al art and many times
it is the whole face that is used and maybe processed with a makeup filter. The solution
lies in how much of art was taken from original training data, and how much was learned
as a teacher-learner relationship. The solution can be legally formulated as follows:

1. The Al artwork has more than 80% of similarity with the original art in training data.
Then the original artist and the new Al artist can get into some negotiations on sharing
the profit or barring the sale of the new artwork, as the base artist wants. The original
artist can buy the work the digital artist made, based on hours spent by the digital artist
on editing.

2. In case of less than 80% of similarity, the original artist can claim a share of the
profit on selling the artwork and cannot stop the digital artist from selling and purchasing
the artwork.

3. In case the original artist wants to work together with a digital-Al artist, they can share
the profits and the collaboration can lead to new heights in creating arts never seen before.

Such solutions may make the marketplace for arts ownership a harmonious place
to work in.

3.3. Towards Responsible Robotics

The problems with responsible robotics are (Stahl et al., 2023):

1. Competing robots. As Robotics with Al grows, there may appear problems such as the
encounter of robots made by two counties. The encounter needs to be peaceful and Robots
should not challenge each other but work in harmony without creating global tensions with
conflict of interests.

2. Fully Autonomous Robots

These Robots are the decision makers and are fully self-aware as part of Robotics
units that materialize the use of AGI (Artificial General Intelligence). AGl-based Robots can
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be self-aware and have their own thought processes. These are robots in making and to
the best of our knowledge no true AGIl-based Robot is out of use or work. Hence, special
constraints need to be on AGI-based robots.

3. Malfunction Al-based Robots

These kinds of problems can be a real threat to the proper functioning of the process
for which the robot was made. The only way this can be handled is by taking the robot out
of work and installing some patches necessary to correct the working. This needs to be
followed by proper testing and then re-deployment of the same or new robot at work.

The solution is to make universal machines which are non-competing in the de-
livery of outcomes and work under the Ethics of the welfare of humans. This makes
it mandatory for the talks at the global level for Al and Robotics neutrality, compli-
ance, and laws of use to attain mutually beneficial outputs. Hence, countries around
the world should sign in legal documents wherein mutual cooperation is guaranteed
both in Al and Robotics. The deal should include robotic entities made by countries, in
defense, government, public and private sectors to be declared for use with a global
approval.

3.3.1. Al-based Autonomous Cars

An autonomous, or Al-based car needs to not only drive from point A to point B, but must
follow traffic rules, as well as drive on roads, get parked, maintain speed limits on different
roads, not jump on humans and animals on the way. Only after these things are complet-
ed, an autonomous car can be deployed on roads. This needs to be a law. In the past few
years an autonomous car bumped on the road into another entity and called it a mistake.
As per what Al Ethics should make it a law, such cars should not be employed on roads to
run, till all Al-based tests for Ethics are mandated for it.

One must note, no one law can be sufficient for Robotics. Let us understand ethics for
autonomous cars with general Robotics ethics implementation. Each field of application
of Robotics is different, hence first the definitions need to be made and then applications
need to be filled in that states what role Al based Robots shall do, and then the legal team
must fill in what all the entities and actors are which the Al Robot can touch in this pro-
cess, then safety of operation must be made for each department. The ethics team must
sit with the Robotics application team and set out guidelines for the safe use of Robot-
ics. Once the company making robots is ready to deploy the robots, the proof of concept
should be done by the Al Ethics Standards team. This needs to be through and robots
should not be allowed to function till this robotic Proof of Concept is completed (Leeson
& Coyne, 2005).
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3.3.2. Al, Robotics, and Employment

With Al comes the automation of current fields, which may lead to some job losses. Training
and retraining are some solutions. But this is not guaranteed in all areas, and some people
cannot retrain, given their age or disability. In such cases, an employer should keep in the
account of whom to fire and whom to keep. These are ethical concerns and this is a solution
to the side effects of Al doing human work (Duan et al., 2019). There are huge potentials hu-
mans can reach, there are so many new fields to explore with both government and private
funding. But the transition from one field to a new field should be smooth and companies
should help the talent of their company find new jobs of equitable scope, honor, designation,
and remuneration. Apart from that, a guarantee of, say, five years of work should be provid-
ed. Once again, sensitive people should be reserved in jobs and should not be laid off as
in this year's mass layoffs around the world.

There are huge lists of applications that Al and Robotics can perform. All this does
not mean job losses and layoffs. Robots installed in cities and countries shall not take
away jobs without giving new jobs. Just like making a space for a new pet in the house
or a new chandelier does not take away your sleeping time, the same is with Al and
Robotics gadgets. This is the only way ahead, to accept the change Al and Robotics
have brought and to wait for new arenas to be built for new jobs. At the same time,
all should be done carefully while following the constraints of Al which follows Ethics
(Hellwig et al., 2019).

3.3.3. Al-based Language Models

There are huge applications of Al in Large Language Models (LLM), and the past year saw
the growth of Al LLM models like never before (Ferreira & Lipoff, 2023, Glaser et al., 2019).
One after the other models came to the limelight breaking each other’s records in perfor-
mance and problem-solving and some in both. The problems that come with LLMs are the
prediction of outputs, bias, privacy issues, wrong content, and bad language, to mention
a few (Diaz-Rodriguez et al., 2023). The way forward for LLMs should require white box-
style evaluations of Al software, as was discussed at the beginning of this section. White
box testing should help predict the next output with a given input combination. This should
minimize problems like those that happened in a tech giant two years ago when its wrong
recommendation system affected many groups of people.

Conclusions

Once the software is set and well tested, a machine always follows the rules inscribed in
its software, and one can be confident that responsible Robotics with Al cannot hither to-
wards the wrong side. In this paper, we discussed many ethical issues existing in the current
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scenario. Further, novel solutions were provided for these ethical issues. Moreover, the com-
bination of Robotics with Al was discussed for its potential use and for its ethics for upcom-
ing combinations of Robotics with Al. Many more areas of ethics need devised solutions,
which is part of the future work of the author.
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AHHOTauuA

Lenb: COBpeMEHHbIE [OCTUXEHUA B obnactu pPa3BUTUA U pacrnpocTpaHe-
HUA Ll,VICprBbIX TEXHONOrnm NPpUBJIEKJZIN BHUMaAHUE YYEHbIX U MNMPakKTUKOB
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HbIM aHaJIM3OM JOKYMEHTOB (eBpOHeIZCKMX NMPUHUMNOB N KOLEKCOB 3TVIKVI)
M uccnepoBaHui, B TOM YMCHe MOCBSLLEHHbIX pasnnyHbIM npo6nemaM nc-
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rOPUTM, OCHOBaHHbI Ha aHanu3e NpakTUKN NPUMEHEeHNst UMPPOBbIX TeX-
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MNpakTuyeckass 3HAaYMMOCTb. BCE pelleHUs], MpeACTaBfieHHble B CTaTbe,
MMelT NpaKTUYeckoe 3HayeHWe W TFOTOBbl K LUMPOKOMY BHEAPEHUIO
Ha MeXJyHapoAHOM ypoBHe. Ux odopmMsieHne B HOPMATUBHOM BUfE U Mo-
cnepytollee cobntofeHne NpuBeayT K yMeHbLUeHWUO Bpeaa, KoTopblid Mo-
YKET HaHEeCTU UCKYCCTBEHHbI UHTENEKT B NpUKIagHbIX 061acTsX, B TOM
yncne B po60TOTEXHUKE C UCMOSIb30BAHUEM UCKYCCTBEHHOMO UHTENNEKTA.
B cBSI3U C 3TMM HOPMAaTMBHbIE, B TOM YMC/E 3aKOHOAATESNIbHbIE, PELLEHNS
ZLOJDKHbI 6bITb MPUHATbI KAK MOXHO CKOpEE, YTOBbl UCKYCCTBEHHbIN UHTES-
NEKT U POBOTOTEXHUKA MPUOBPENN CTaTyC HAAEXHbIX UHCTPYMEHTOB Mpwu
MCMONb30BaHUM 3TUX CUCTEM Ha paboTe, oMa U B Apyrux cdepax, Takux
KaK TOpProBble LeHTPbl, Mara3uHbl, LIKOJIbl, YHUBEPCUTETbI U T. .
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Abstract

Objective: to compare modern approaches in law to the use of program codes
and algorithms in decision-making that meet the principles of transparency
and openness, as well as the increasingly stringent requirements for ensuring
the security of personal and other big data obtained and processed
algorithmically.

Methods: the main methods for researching the principle of transparency
in algorithmic decision-making were formal-legal and comparative analysis
of legal acts and international standards of information security, as well as
the principles and legal constructions contained in them.

Results: it was determined that the development of information security
standardization, inclusion in legal acts of requirements for the development
of information technologies that comply with the principles of transparency
and openness of applied algorithms will minimize the risks associated
with the unlawful processing of users’ big data and obtaining information
about their privacy. Proposals were identified, related to the implementation
of algorithmic transparency in the field of data processing legal regulation.
Recommendations were formulated, based on which the legislator can solve
the problem of ensuring the openness of the logic of information technology
algorithms with regard to modern standards of information security.
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For citation

Scientific novelty: it consists in the substantiation of new trends and
relevant legal approaches, which allow revealing the logic of data processing
by digital and information technologies, based on the characterization
of European standards of the “privacy by design” concept in new digital
and information technologies of decision-making and data protection, as
well as on the new legal requirements for artificial intelligence systems,
including the requirement to ensure algorithmic transparency, and criteria
for personal data and users’ big data processing. This said, data protection
is understood as a system of legal, technical and organizational principles
aimed at ensuring personal data confidentiality.

Practical significance: it is due to the need to study the best Russian
and international practices in protecting the privacy of users of digital
and information technologies, as well as the need for legislative provision
of requirements for the use of algorithms that meet the principles
of transparency and openness of personal data processing, taking
into account the need to ensure confidentiality at all stages of the life
cycle of their processing, which will ensure the continuity of security
management.

Zharova, A. K. (2023). Achieving Algorithmic Transparency and Managing Risks
of Data Security when Making Decisions without Human Interference: Legal
Approaches. Journal of Digital Technologies and Law, 1(4), 973-993. https://doi.
org/10.21202/jdtl.2023.42

Contents

Introduction

1. Notion of algorithmic transparency
2. Can user data be protected through understanding the logic
of data processing algorithm?

N o o bW

. Comparative analysis of the principles of algorithmic transparency
. Elaboration and adoption of the General Data Protection Regulation
. Implementation of the General Data Protection Regulation

. “Privacy by design” concept of information technologies

. Notions of “personal data” and “privacy” in compliance

with the EU legislation

Conclusions
References

https://www.lawjournal.digital

974



https://doi.org/10.21202/jdtl.2023.45
https://doi.org/10.21202/jdtl.2023.45

Journal of Digital Technologies and Law, 2023, 1(4) elSSN 2949-2483

Introduction

Information technology models are becoming increasingly complex, and more and
more human-related data is being processed by them. For example, the technologies
of the Internet of Things collect a large amount of data, which may contain various types,
including users’ big data. A user of information technologies (further — IT) is concerned
about the impossibility to control the actions performed by information technologies, as
well as the inability to understand the logic of the algorithms processing their data, what
data are processed and what the final result of data analysis is. The desire to understand
the criteria for analyzing processed data, as well as the need to ensure control over the list
of such data, have led the legislator to the idea of including in legal acts the requirement
to use algorithms that meet the principles of transparency and openness. In other words,
it is necessary to reveal the logic of data processing by information technologies.

In computer science, the term “algorithmic transparency” is used to describe
the transparency of processes occurring during the information technologies functioning. Due
to the need to ensure the protection of user data, this term was borrowed by legal science.

In the Russian legislation, the term “algorithmic transparency” is used to describe
the regulation of relations occurring during the application of artificial intelligence systems
(further — AI)'. However, researchers believe that the term “algorithmic transparency”
can be used to describe a wider range of relations that go beyond Al functioning
(Kuteinikov et al., 2020; Gulemin, 2022).

Due to such polysemy, it is first of all necessary to study the “algorithmic transparency”
concept, and then, based on the obtained results, to research the proposals related to the
algorithmic transparency implementation in the field of legal regulation of data processing.

1. Notion of algorithmic transparency

The Concept of developing the regulation of relations in the sphere of artificial intelligence
and robotics up to 20242 refers the problem of algorithmic transparency of artificial
intelligence systems to the conceptual problem areas of regulation of relations in the said
sphere®.

“Algorithmic transparency” of the information model allows understanding the logic
of the information model functioning implemented by Al with the given input data. However, it
is essential that the Al algorithms complexity does not allow any Al algorithm to be described
in such a way that its logic becomes understandable to an average person. The algorithmic

1 Decree of the President of the Russian Federation No. 490 of 10.11.2019 (with the National Strategy
for the Development of Artificial Intelligence up to 2030). (2019). Collection of legislation of the Russian
Federation, 41, Art. 5700.

2 Order of the Government of the Russian Federation No. 2129-r of 19.08.2020. (2020). Collection
of legislation of the Russian Federation, 35, Art. 5593.

3 |bid.
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stages are the most easily perceived in a linear Al model and its mathematical interpretation.
The most difficult for understanding is the logic of Al model functioning in a deep Al
architecture®.

In other words, algorithmic transparency is the explainability of the work of “Al and
the process of it achieving results, non-discriminatory access of the users of products,
created using artificial intelligence technologies, to information about the work of artificial
intelligence algorithms applied in these products”. Some researchers believe that
technological developments in Al and algorithms have become an integral part of public
administration (Feijoo et al., 2020; Carlsson & Ronnblom, 2022; Balasubramaniam et al.,
2023; Green, 2022).

2. Can user data be protected through understanding
the logic of data processing algorithm?

In 1999, L. Lessig was one of the first authors who, paying tribute to legal and social norms
in providing legal regulation of relations arising in the ICT sphere, recognized the software
code as an equal component in regulating information relations. A program code defines
the ICT space architecture and allows achieving the best result in regulating relations arising
in the information sphere (Lessig, 1999).

A program code formalizes the logic of algorithm operation. Proposals to provide
algorithmic transparency in software are increasingly common. “Transparency of algorithms
becomes a type of control, and transparency of algorithmic decision-making serves to ensure
that unfair discriminations can be detected and challenged” (Talapina, 2020). However,
there is an opposing point of view. For example, some scholars believe that the requirement
of algorithmic transparency is aimed at IT developers'interaction with the authorities in order
to normalize citizens’ behavior (Wang, 2022).

In our opinion, the algorithmic transparency requirement will not bring the desired
result, since it is not always possible even for a specialist to comprehend the logic of an Al
algorithm. In this regard, unfair discriminations embedded in Al algorithms cannot always
be detected and challenged.

Analyzing the tendency of algorithmic transparency implementation, we will attempt
to present positions for and against the algorithm logic disclosure.

Koreshkova, T. (2020, December 29). Explainable artificial intelligence. GRFC Scientific-technical center.
https://clck.ru/36h6w6

5 Decree of the President of the Russian Federation No. 490 of 10.11.2019 (with the National Strategy for
the Development of Artificial Intelligence up to 2030). (2019). Collection of legislation of the Russian
Federation, 41, Art. 5700.
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An average person, hoping for the algorithm logic disclosure, believes it will allow them
to understand that logic. However, such proposals, although not groundless, have their
disadvantages. Firstly, for the majority of people incompetent in the field of programming
and information technology development, the algorithm logic disclosure will not provide
any information. Secondly, if the algorithm (for example, an Al) user understands its logic,
they will be unable to change the algorithm because this will require revision of the entire
mathematical toolkit embedded therein. Thirdly, the algorithm logic disclosure must not
contradict the intellectual property law, since the intellectual rights to algorithms belong
to its developers. Accordingly, the algorithm logic disclosure may occur in strictly limited
cases only.

Other researchers suggest replacing the algorithm logic disclosure with insurance
of risks associated with information security. For example, a user boarding an airplane
and entrusting their life to a carrier does not study the logic of the airplane software
beforehand. All risks are assumed by the carrier, an insurer and other persons responsible
for passenger transportation (Ostroumov, 2015). Cannot we use the same legal framework
of regulating relations in the case of data processing?

“Carriers” of userdata are various information intermediaries like providers and operators
of personal data processing. Taking into account the high probability that algorithm logic
disclosure will actually give nothing to the user, would not it be more effective to apply
an insurance system to relations in the ICT sphere, as in the case of air transportation?
In this case, the risks of “loss” or unauthorized access to user data, as well as the liability
of information intermediaries or personal data operators would be insured.

However, there are pitfalls in this case as well. For example, in the case of air
transportation, all stages from the creation of an airplane to its flight are strictly regulated
by legal and technical norms. This is not so with the creation of algorithms, information
models and their use. Standardization of information technologies to ensure information
security is voluntary. Only such information systems as critical information infrastructure
of the Russian Federation and systems processing personal data are subject to mandatory
standardization.

In this connection, drawing an analogy between ensuring IT user security through
algorithmic transparency and air transportation security is only possible in case of using
legal and technical norms fro strict regulation of IT creation and its use.

Trust in the field of information security occupies the minds of scholars from different
countries (Bujold et al. 2022; Cui et al., 2022; Zhu et al., 2023). Trust is defined as a cultural
value that may sometimes conflict with national Al policies (Li, 2022; Robinson, 2020;
Xu et al., 2022).
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3. Comparative analysis of the principles of algorithmic transparency

Experts from the Community for Fairness, Accountability, and Transparency in Machine
Learning (FAT) define five principles of algorithmic transparency — Fairness, Auditability,
Explainability, Responsibility and Accuracy®. As one may see, the explainability of Al logic
is only ranked third in these proposals. This is probably due to the fact that algorithmic
openness may not solve the issues of IT user security in all cases.

Researchers propose to supplement these five principles with the principle of making
changes to the Al algorithm’s operating logic in case of disagreement with its functioning
(Malyshkin, 2019; Gordon et al., 2022). However, such proposals raise concerns, as in this
case it is possible to violate intellectual property laws. Most companies are reluctant
to disclose their algorithms and make them transparent, “citing potential gaming by
users that may negatively affect the algorithm’s predictive power” (Qiaochu et al., 2020;
Stahl et al., 2022).

For our part, we would like to emphasize that the absence in the formulated five
principles of “the possibility of changing the Al logic” is understandable. Such algorithms
are developed by a team of programmers; changing the logic of operation of one part
of an Al algorithm will make the mathematical model of the whole algorithm inoperable
(Varsha, 2023; Lang & Shan, 2000; Akter et al., 2022). If the human brain could solve
the problem of processing large, unstructured data, Al algorithms would be useless.

Inthe Russian Federation, inaccordance with the National Strategy for the Al development
up to 2030, the mandatory principles of Al development and use are: protection of human
rights and freedoms, technological sovereignty, integrity of the innovation cycle, reasonable
frugality, support for competition, security, and transparency’.

Security is understood as “inadmissibility of the use of artificial intelligence with the
objective of intentionally causing harm to citizens and legal entities, as well as prevention
and minimization of risks of negative consequences of the use of artificial intelligence
technologies”®. Transparency is defined as “explainability of the work of artificial intelligence
and the process of achieving its results, non-discriminatory access of the users of products
created with the use of artificial intelligence technologies to information about the algorithms
of artificial intelligence used in these products” (p. 19)°.

It should be emphasized that while the Community for Fairness, Accountability
and Transparency in Machine Learning defines algorithmic transparency through five

Principles for Accountable Algorithms and a Social Impact Statement for Algorithms. https://clck.ru/36h7GL

7 Decree of the President of the Russian Federation No. 490 of 10.11.2019 (with the National Strategy for
the Development of Artificial Intelligence up to 2030). (2019). Collection of legislation of the Russian
Federation, 41, Art. 5700.

8 Ibid.
9 Ibid.
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principles, the Russian legislation has included algorithmic transparency in the principles
of Al development and use. The principle of non-discriminatory access of Al users
to information about the Al algorithms applied overlaps with the principles formulated by
the FAT Community.

The Russian legislation also does not contain the requirement to publish rules defining
the basic algorithmic processing of user data, unlike the legislation of France. In accordance
with the French Law “On the digital republic” of October 7,2016, such rules must be published
on a public authority website (Talapina, 2020).

In the European Union, the security of personal data of EU residents (Su et al., 2023),
as well as the transparency of their processing by algorithms (Matheus et al., 2021;
Kempeneer, 2021), including Al (Kempeneer et al., 2023; de Bruijn et al., 2022), is regulated
by the General Data Protection Regulation (further — GDPR) (Stdger et al., 2021), which
entered into force in 2018 (Mourby et al., 2021).

4. Elaboration and adoption of the General Data Protection Regulation

Although privacy protection is not directly related to personal data protection,
the use of personal data allows for the identification of an individual and, consequently,
the acquisition of information about his or her private life. Thus, well-protected
personal data reduces the risks of obtaining information about a person’s private
life (Bolton et al., 2021; Leerssen, 2023). The need to combat various breaches of
personal data and individual’'s privacy legislation and to minimize the consequences
of such breaches led to the GDPR development and adoption (Willems et al., 2022;
Custers & Heijne, 2022).

One of the first cases involving an unlawful acquisition of information about
an individual’s privacy through illegal access to a personal data base was the Uber case.
The Uber’s database was hacked in 2014 and 2016, allowing attackers to track the real-
time location of every Uber user. In 2017, the Federal Trade Commission (FTC) accused
Uber of failing to properly control employees’ access to Uber user and driver databases,
as well as breaching its information security system. Uber and the FTC subsequently
signed an agreement, according to which Uber committed to conducting third-party audits
for twenty years and implementing a privacy protection program?°.

In 2017, the FTC included additional provisions in the agreement obliging Uber to audit
their system and submit reports to the FTC, as well as to disclose the fees and terms
of agreements between Uber and the third parties that monitor vulnerabilities in Uber’s
software. Under the latest version of the agreement, Uber:

10" Uber criminal complaint raises the stakes for breach response. https://clck.ru/37AXba
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- may be subject to civil penalties if it fails to notify the FTC of incidents involving
unauthorized access to Uber user and driver information;

— is prohibited from misrepresenting the system’s level of information protection, the
privacy, security, and integrity of personal information, and how it controls internal access
to consumers’ personal information;

— must implement a comprehensive privacy program and receive biennial, independent
third-party assessments of the security of its information system for 20 years. Uber must
submit these assessments to the FTC and confirm compliance with the adopted privacy
program, while the latter must contain the security terms stipulated in its agreement with
the FTC;

— must store user location information on the system, protected by a password and
encryption;

— must provide annual training to employees responsible for handling personal
information on its data protection and security practices and apply the latest security control
techniques;

— must use the best data protection practices to protect drivers’ personal information;

- must designate one or more employees to coordinate and oversee the security and
privacy program, and conduct regular evaluations of the effectiveness of its internal controls
and procedures related to the protection of personal and geographic location information of
its employees and customers;

- is obliged to use multi-factor authentication before any employee can access sensitive
customer personal information, as well as to use other strong data security practices'.

In connection with the breaches that occurred in 2014 and 2016, Uber paid a $148
million fine'2. On August 20, 2020, a criminal case was filed against its former chief security
officer, charging him with obstruction of justice and allegedly attempting to cover up a data
breach that occurred in 2016.

5. Implementation of the General Data Protection Regulation

GDPR defines the every person’s right to protection of their personal data in accordance
with part 1 of Article 16 of the Treaty on the Functioning of the European Union (TFEU)'3 and

1 pid.

12 Uber to Pay $148 Million Fine for Massive Data Breach That Exposed 57 Million Users’ Personal Info.

https://clck.ru/36h7RG

Treaty on the Functioning of the European Union [Rus., Eng.] (with the «List stipulated by Art. 38..",
“Overseas countries and territories to which the provisions of Part Four of the Treaty apply...") (signed
in Rome on 25.03.1957) (amended and restated as of 13.12.2007). SPS KonsultantPlyus.

13
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part 1 of Article 8 of the Charter of Fundamental Rights of the European Union' (further —
the Charter) 15, as well as the “right to privacy” (Article 7 of the Charter) 6.

GDPR requires from the companies processing personal data of EU residents
or conducting their activities in the territory of EU states to comply not only with legal
requirements, but also with organizational and technical requirements. This must be
taken into account by developers at the stage of designing information technologies,
and is called “privacy in design” (Article 3 of GDPR). The requirement to ensure
privacy in the digital world through “privacy by design and by default” is approved by
the European Data Protection Board (EDPB) in Guidelines 4/2019 on Article 25 Data
Protection by Design and by Default'’.

The implementation of these requirements has raised many questions among
companies about their implementation procedures. Therefore, the European Data
Protection Board (EDPB) and the European Data Protection Supervisor (EDPS) have
provided clarifications. EDPB Statement 03/2021 “Privacy Regulation”, adopted by
the Privacy and Confidentiality Board for Electronic Communications Services, states
that the proposed Regulation should not under any circumstances reduce the level
of protection defined in the current Directive 2002/58/EC'8. The Regulation should
complement GDPR by providing additional strong privacy safeguards and protection for
all types of electronic communications™®. Directive 2002/58/EC covers the processing
of personal data and privacy protection, including requirements to ensure the security
of networks and services; confidentiality of communications; access to stored data;
processing of traffic and location data; identification; publicly available subscriber
directories, and prohibition of commercial communications (spam)2°. EDPB pays special
attention to the security of personal data processed by employers. It clearly defines the
instances and conditions under which employers may access employees’ personal data,
as well as liability for excessive data collection through data analysis and processing
technologies. It includes, for example, an employer using geolocation systems and
technologies to continuously monitor an employee’'s movements and behavior.

14 Charter of Fundamental Rights of the European Union (2007/C 303/01) [Rus., Eng.] (with “Explanations...”
(2007/C 303/02)) (adopted in Strasbourg on 12.12.2007). SPS KonsultantPlyus.

15 Ibid.

16 Charter of Fundamental Rights of the European Union. https://clck.ru/36h7Tn

17" Guidelines 4/2019 on Article 25 Data Protection by Design and by Default Version 2.0 Adopted on 20
October 2020. https://clck.ru/36h7Ug

18 E-privacy Directive 2009/136/EC. https://clck.ru/36h7VG
19" Statement 03/2021 on the ePrivacy Regulation Adopted on 9 March 2021. https://clck.ru/36h7WF

20 E-privacy Directive 2009/136/EC. https://clck.ru/36h7VG
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Since EDPB and EDPS functions overlap, a Memorandum of Understanding?' between
EDPB and EDPS was adopted to differentiate their activities, according to which EDPB
ensures the integrity of GDPR law enforcement practice, and EDPS ensures the common
approaches of national supervisory authorities. At the same time, EDPB and EDPS may
issue joint documents on personal data protection issues.

6. “Privacy by design" concept of information technologies

The “privacy by design” concept was developed long before the GDPR adoption. In 1995,
the Data Protection Directive 95/46 / EC?2 included a provision that “to protect data
security, technical and organizational measures shall be defined and adopted at the stage
of planning the data processing system” (Article 46 of Directive 95/46 / EC).

On June 22, 2011, EDPS put forward the concept of changing the approach to
the regulation of personal data protection and privacy?® as a public opinion of this
organization. Given the necessity and appropriateness of taking into account the
requirements of personal data protection through privacy by design, the scholars proposed
a change in the concept of personal data protection, outlining it in the following seven
principles?4:

1. Privacy by design measures should be preventive and take into account possible
risks and threats, rather than being a reactive response to privacy breaches.

2. Privacy solutions for information systems should be implemented in the system
at the design level, rather than being an option for the user.

3. Possible risks and threats should be considered at the technology design stage,
as well as be stipulated in information security standards and take into account the data
context. Personal data security methods should be continuously updated.

4. Confidentiality should be implemented at all stages of the personal data processing
life cycle, as it will ensure the continuity of security management. The applied security
standards should guarantee the confidentiality, integrity and availability of personal data
throughout their life cycle, as well as the implementation of secure data destruction,
encryption, access control and logging.

5. Privacy policies and procedures shall be monitored, evaluated and enforced,;
openness and transparency shall be maintained, in order to meet the principle
of accountability and enable the trust of personal data subjects and counterparties,

21 Memorandum of Understanding. https://clck.ru/36h7ic

22 Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995 on the protection
of individuals with regard to the processing of personal data and on the free movement of such data.
https://clck.ru/36h7jM

23 The History of the General Data Protection Regulation. https://clck.ru/36h7jw

24 The Seven Principles. https://goo.su/mn8ob7
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as well as to harmonize business practices. Information on personal information
management policies and practices, compliance and grievance mechanisms should
be available to individuals.

6. There should be no compromising between security and functionality.

7. The rights and interests of personal data subjects should be the basis for privacy
design.

These principles were among the first to take into account virtually all possible risks
of a personal data processing breach. However, other concepts have also been proposed?s.

7. Notions of “personal data” and “privacy” in compliance
with the EU legislation

In accordance with GDPR, personal data means any information relating to an identifiable
natural person. In accordance with Article 4 of the GDPR, such data may include, for example,
a reference to an identifier such as name, identification number, location data, online
identifier, any factors specific to the physical, physiological, genetic, mental, economic,
cultural or social identity of that natural person.

The GDPR text does not define the concept of “privacy”, but refers to Directive
2002/58/EC of the European Parliament and of the Council of July 12, 2002, concerning
personal data processing and privacy protection in the electronic communications
sector (further — Directive 2002/58/EC)2¢. GDPR uses the concept of “personal data”.
According to EDPB?7, EDPS?8, and ENISA?% in the context of projected privacy, the
concepts of “personal data” and “privacy” should be considered as synonyms. In addition,
EDPB, EDPS, and ENISA guidelines stipulate that for situations of low importance, no
distinction should be made between personal data protection and privacy by design and
by default.

25 | angheinrich, M. Privacy by Design — Principles of Privacy-Aware Ubiquitous Systems: Distributed Systems
Group Institute of Information Systems, IFW Swiss Federal Institute of Technology, ETH Zurich 8092 Zurich,
Switzerland. https://clck.ru/36h7qq

Directive 2002/58/EC of the European Parliament and of the Council of 12 July 2002 concerning
the processing of personal data and the protection of privacy in the electronic communications sector
(Directive on privacy and electronic communications) (0OJ L 201, 31.7.2002, p. 37).

26

27 EDPB s an independent body of the European Union, established and functioning on the basis of the GDPR.

EDPB helps to ensure the harmonized application of the GDPR, for which purpose it has a number of powers
stipulated by Art. 70 of GDPR. In particular, this body is authorized to issue guidelines, recommendations
and best practices for the GDPR application.

28 EDPSis anindependent EU body controlling the activities of the national supervisory authorities established
in compliance with VGDPR section.

29 The European Union Agency for Cybersecurity (ENISA). https://clck.ru/N598K
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However, this common understanding of personal data protection and privacy
by design and by default is not accepted in all cases. The published EDPS opinion
on Privacy by Design and Default®? distinguishes between two concepts — privacy by
design and data protection by design. The notion of privacy by design is used to refer
to a system of technological measures aimed at ensuring privacy, developed in the course
of international debates over the last few decades. This notion defines the legal regime
of information, which consists in restricting access to it, and means “data protection
by technological design” ' (Zharova, 2020).

“Data protection by design” refers to a preliminary solution on data protection and
privacy at the stage of technology design for all user actions®2 (Zharova, 2019).

Discussions over the extent to which these terms differ continue to this day.
For example, the developers of explanations on the application of GDPR32 write that there
is still uncertainty about what privacy by design means and how it can be implemented.
This problem arises due to the fact that, on the one hand, Directive 95/46/EC34 is not
fully implemented in some member states. On the other hand, according to the privacy
by design principle contained in GDPR, data security guidelines require that organizational
and technical measures should be adopted as early as at the stage of planning the
information system. For example, the GDPR principle of integrity and confidentiality
determines the need to protect data against unauthorized access or unlawful processing,
as well as against accidental loss, destruction or damage?°. However, the EU legislation
leaves completely open the question of the protective measures taken by the parties
responsible. For example, is anonymization of a person’s name sufficient to fulfill
the legislation requirements?

GDPR proposes using data encryption or anonymization as a possible privacy by design
measure. However, this suggestion does not make it clear how this measure would further
align with the GDPR’s user authentication requirement and the technical implementation
of the right to object.

30 Regulation (EC) No 45/2001 of the European Parliament and of the Council of 18 December 2000 on the
protection of individuals with regard to the processing of personal data by the Community institutions and
bodies and on the free movement of such data. https://clck.ru/36h7v3

31 GDPR Privacy by Design. https://clck.ru/36h7vZ
32 Data protection by design and default. https://goo.su/Hxoh2d
33 GDPR Privacy by Design. https://clck.ru/36h7vZ

34 Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995 on the protection
of individuals with regard to the processing of personal data and on the free movement of such data.
https://clck.ru/36h7jM

35 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection
of natural persons with regard to the processing of personal data and on the free movement of such
data, and repealing Directive 95/46/EC (General Data Protection Regulation) (Text with EEA relevance)
of 27 April 2016. https://clck.ru/34U2FN
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As a result, the authors of the clarifications on GDPR application defined the term
“privacy by design” as “data protection through technological design”. They believe that “in
data processing procedures, data protection is best adhered to when it is already integrated
into the technology during its design phase”.

Conclusion

The problems of personal data protection, control of users’ big data processing principles,
and protection of individual’s privacy are only getting more acute every year. The need to
ensure personal data protection and privacy of an individual as an IT user poses a challenge
to the legislator to ensure the openness of the information technology algorithms’ logic.
To achieve this objective, GDPR stipulates the requirement to implement privacy by design
in IT development, which was proposed back in 1995. The requirement to implement the
principle of algorithmic transparency in Al systems was proposed much later — in 2019 by
Russian lawmakers and in 2018 by foreign lawmakers.

Algorithms of data processing are becoming more and more complex. Hence, legislative
proposals to reveal the logic of their functioning, for example, in Al systems, are made
more and more often. However, one should understand that such proposals cannot be
implemented for all algorithms. It is hardly possible to explain complex mathematical tools
in simple words that will be understandable to every common person.

However, this does not mean that there is no solution to this complex technical and legal
problem. We believe that the development of information security standards and the inclusion
of requirements in legal acts on the IT development in compliance with standardization
requirements will minimize the risks associated with the unlawful processing of users’ big
data and obtaining privacy information.

References

Akter, Sh., Dwivedi, Y. K., Sajib, Sh., Biswas, K., Bandara, R. J., & Michael, K. (2022). Algorithmic bias in machine
learning-based marketing models. Journal of Business Research, 144, 201-216. https://doi.org/10.1016/j.
jbusres.2022.01.083

Balasubramaniam, N., Kauppinen, M., Rannisto, A., Hiekkanen, K., & Kujala, S. (2023). Transparency and
explainability of Al systems: From ethical guidelines to requirements. Information and Software Technology,
159, 107197. https://doi.org/10.1016/j.infsof.2023.107197

Bolton, M., Raven, R., & Mintrom, M. (2021). Can Al transform public decision-making for sustainable development?
An exploration of critical earth system governance questions. Earth System Governance, 9, 100116.
https://doi.org/10.1016/j.esg.2021.100116

Bujold, A., Parent-Rocheleau, X., & Gaudet, M.-C. (2022). Opacity behind the wheel: The relationship between
transparency of algorithmic management, justice perception, and intention to quit among truck drivers.
Computers in Human Behavior Reports, 8, 100245. https://doi.org/10.1016/j.chbr.2022.100245

Carlsson, V., & Ronnblom, M. (2022). From politics to ethics: Transformations in EU policies on digital technology.
Technology in Society, 71, 102145. https://doi.org/10.1016/j.techsoc.2022.102145

Cui, M., Mariani, M. S., & Medo, M. (2022). Algorithmic bias amplification via temporal effects: The case
of PageRank in evolving networks. Communications in Nonlinear Science and Numerical Simulation, 104,

106029. https://doi.org/10.1016/j.cnsns.2021.106029

https://www.lawjournal.digital




Journal of Digital Technologies and Law, 2023, 1(4) elSSN 2949-2483

Custers, B., & Heijne, A.-S. (2022). The right of access in automated decision-making: The scope of article 15(1)
(h) GDPR in theory and practice. Computer Law & Security Review, 46, 105727. https://doi.org/10.1016/j.
clsr.2022.105727

de Bruijn, H., Warnier, M., & Janssen, M. (2022). The perils and pitfalls of explainable Al: Strategies for explaining
algorithmic decision-making. Government Information Quarterly, 39(2), 101666. https://doi.org/10.1016/j.
giq.2021.101666

Feijoo, C., Kwon, Y., Bauer, J. M., Bohlin, E., Howell, B., Jain, R., Potgieter, P, Vu, K., Whalley, J., & Xia, J. (2020).
Harnessing artificial intelligence (Al) to increase wellbeing for all: The case for a new technology diplomacy.
Telecommunications Policy, 44(6), 101988. https://doi.org/10.1016/j.telpol.2020.101988

Gordon, G., Rieder, B., & Sileno, G. (2022). On mapping values in Al Governance. Computer Law & Security Review,
46,105712. https://doi.org/10.1016/j.clsr.2022.105712

Green, B. (2022). The flaws of policies requiring human oversight of government algorithms. Computer Law
& Security Review, 45, 105681. https://doi.org/10.1016/j.clsr.2022.105681

Gulemin, A. (2022). Limits of big data processing for the purposes of obtaining information about a person: a
legal aspect. In Elektronnoe prilozhenie k “Rossiiskomu yuridicheskomu zhurnalu”, 6, 52—-57. (In Russ.).
http://doi.org/10.34076/22196838_2022_6_52

Kempeneer, Sh. (2021). A big data state of mind: Epistemological challenges to accountability and transparency
in data-driven regulation. Government Information Quarterly, 38(3), 101578. https://doi.org/10.1016/j.
0igq.2021.101578

Kempeneer, Sh., Pirannejad, A., & Wolswinkel, J. (2023). Open government data from a legal perspective: An Al-driven
systematic literature review. Government Information Quarterly, 101823. https://doi.org/10.1016/j.9iq.2023.101823

Kuteynikov, D. L., Izhaev, 0. A,, Zenin, S. S., & Lebedev, V. A. (2020). Algorithmic transparency and accountability:
legal approaches to solving the “black box” problem. Lex russica, 73(6), 139—148. (In Russ.). https://doi.
org/10.17803/1729-5920.2020.163.6.139-148

Lang, H., & Shan, C. (2000). Bias phenomenon and compensation in multiple target tracking algorithms.
Mathematical and Computer Modelling, 371(8-9), 147-165. https://doi.org/10.1016/S0895-7177(00)00063-7

Leerssen, P. (2023). An end to shadow banning? Transparency rights in the Digital Services Act between
content moderation and curation. Computer Law & Security Review, 48, 105790. https://doi.org/10.1016/j.
clsr.2023.105790

Lessig, L. (1999). Code and other laws of cyberspace. New York: Basic Books.

Li, Z. (2022). Affinity-based algorithmic pricing: A dilemma for EU data protection law. Computer Law & Security
Review, 46, 105705. https://doi.org/10.1016/j.clsr.2022.105705

Malyshkin, A. V. (2019). Integration of artificial intelligence into public life: some ethical and legal problems. Vestnik
of Saint Petersburg University. Law, 10(3), 444-460. (In Russ.). https://doi.org/10.21638/spbu14.2019.303

Matheus, R., Janssen, M., & Janowski, T. (2021). Design principles for creating digital transparency in government.
Government Information Quarterly, 38(1), 101550. https://doi.org/10.1016/j.9iq.2020.101550

Mourby, M., O Cathaoir, K., & Bjerre Collin, C. (2021). Transparency of machine-learning in healthcare:
The GDPR & European health law. Computer Law & Security Review, 43, 105611. https://doi.org/10.1016/j.
clsr.2021.105611

Ostroumov, N. N. (2015). Legal regime of international air transportation. Moscow: Statut. (In Russ.).

Qiaochu, W., Yan, H., Stefanus, J., & Param Vir, S. (2020, July 15). Algorithmic Transparency with Strategic Users.
http://dx.doi.org/10.2139/ssrn.3652656

Robinson, S. C. (2020). Trust, transparency, and openness: How inclusion of cultural values shapes Nordic
national public policy strategies for artificial intelligence (Al). Technology in Society, 63, 101421. https://
doi.org/10.1016/j.techsoc.2020.101421

Stahl, B. C., Rodrigues, R., Santiago, N., & Macnish, K. (2022). A European Agency for Artificial Intelligence:
Protecting fundamental rights and ethical values. Computer Law & Security Review, 45, 105661.
https://doi.org/10.1016/j.clsr.2022.105661

Stefik, M. (1996). Letting loose the light: Igniting commerce in electronic publication. In M. Stefik (Ed.), Internet
dreams: Archetypes, myths, and metaphors (pp. 219-253). Cambridge, MA: MIT Press.

Stoger, K., Schneeberger, D., Kieseberg, P, & Holzinger, A. (2021). Legal aspects of data cleansing in medical Al.
Computer Law & Security Review, 42, 105587. https://doi.org/10.1016/j.clsr.2021.105587

Su, Zh., Bentley, B. L., McDonnell, D., Cheshmehzangi, A., Ahmad, J., Segalo, S., Pereira da Veiga, C., & Xiang,
Yu-Tao. (2023). China's algorithmic regulations: Public-facing communication is needed. Health Policy and
Technology, 12(1), 100719. https://doi.org/10.1016/j.hIpt.2022.100719

986

https://www.lawjournal.digital




Journal of Digital Technologies and Law, 2023, 1(4) elSSN 2949-2483

Talapina, E. V. (2020). Algorithms and artificial intelligence in the human rights context. Journal of Russian Law,
10, 25-39. (In Russ.). https://doi.org/10.12737/jrl.2020.118.

Varsha, P. S. (2023). How can we manage biases in artificial intelligence systems — A systematic literature review.
International Journal of Information Management Data Insights, 3(1), 100165. https://doi.org/10.1016/j.
jjimei.2023.100165

Wang, H. (2022). Transparency as Manipulation? Uncovering the Disciplinary Power of Algorithmic Transparency.
Philosophy & Technology, 35, 69. https://doi.org/10.1007/s13347-022-00564-w

Willems, J., Schmidthuber, L., Vogel, D., Ebinger, F., & Vanderelst, D. (2022). Ethics of robotized public
services: The role of robot design and its actions. Government Information Quarterly, 39(2), 101683.
https://doi.org/10.1016/j.9iq.2022.101683

Xu, J., Xiao, Yu., Wang, W. Hu., Ning, Yu., Shenkman, E. A,, Bian, J., & Wang, F. (2022). Algorithmic fairness
in computational medicine. eBioMedicine, 84, 104250. https://doi.org/10.1016/j.ebiom.2022.104250

Zharova, A. (2019). Ensuring the information security of information communication technology users in Russia.
International Journal of Cyber Criminology, 13(2), 255—269. DOI: https://doi.org/10.5281/zenod0.3698141

Zharova, A. (2020). The protect mobile user data in Russia. International Journal of Electrical and Computer
Engineering, 10(3), 3184—-3192. https://doi.org/10.11591/ijece.v10i3.pp3184-3192

Zhu, H., Sallnds Pysander, E.-L., & Soderberg, I.-L. (2023). Not transparent and incomprehensible: A qualitative
user study of an Al-empowered financial advisory system. Data and Information Management, 100041.
https://doi.org/10.1016/j.dim.2023.100041

987

https://www.lawjournal.digital




Journal of Digital Technologies and Law, 2023, 1(4) elSSN 2949-2483

Author information

Anna K. Zharova - Dr. Sci. (Law), Associate Professor, Senior Researcher, Institute
of State and Law of the Russian Academy of Sciences

Address: 10 Znamenka Str., 420100 Moscow, Russian Federation

E-mail: anna_jarova@mail.ru

ORCID ID: https://orcid.org/0000-0002-2981-3369

Scopus Author ID: https://www.scopus.com/authid/detail.uri?authorld=56964137900
WoS Researcher ID: https://www.webofscience.com/wos/author/record/H-4012-2015
Google Scholar ID: https://scholar.google.com/citations?user=g8ij3BsAAAAJ

RSCI Author ID: https://elibrary.ru/author_items.asp?authorid=151076

Conflict of interest

The author is an Editor-in-Chief of the Journal; the article has been reviewed on general terms.

Financial disclosure

The research was not sponsored.

Thematic rubrics

OECD: 5.05/ Law
PASJC: 3308 / Law
WoS: OM / Law

Article history

Date of receipt — May 22, 2023

Date of approval — August 21, 2023

Date of acceptance — November 30, 2023

Date of online placement — December 15, 2023

988

https://www.lawjournal.digital




HayuyHas cTaTbAa

YOK 34:004:346.1:006.44:004.8

EDN: https://elibrary.ru/oppobg

DOI: https://doi.org/10.21202/jdt1.2023.42

L)

Check for
updates

[locTHXeHNe anropuTMUYECKON NPO3payHOCTH
M ynpasneHne puckamu nHhopMaLMOHHOM
6e3onacHOCTH NPU NPUHATIN peLeHnn Oe3
BMeLLaTeNbCTBa YeNoBeKa: NpaBoBble NOAXO0Ab!

AHHa KoHcTaHTUHOBHa XXapoBa

WHcTUTYT rocyaapcTea 1 npaBa PocCUMCKOMN akaJeMumn Hayk
r. MockBa, Poccuiickas Gegepauus

KnioyeBble cnoBa

GDPR,
anropuTMmnyeckas
Npo3payYyHoOCTb,

3almTa faHHbIX,
MHpopMaUnOoHHas
6e30MacHOCTD,
MHdOPMaLMOHHbIE
TEXHOMIOT UMK,
NCKYCCTBEHHDIN MHTENEKT,
KOH(PUOEHUNaNbHOCTb,
nepcoHasibHble faHHble,
npaeo,

LUMPpoBbIe TEXHOIOMUK

© >Xaposa A. K., 2023

® CTaTbsi HaXOAMTCA B OTKPLITOM AOCTYMe U pacnpoCcTpaHAeTCA B COOTBETCTBUM C NuLeH3ueir Creative Commons «Attribution» («ATpubyuns»)
4.0 BcemupHas (CC BY 4.0) (https:/creativecommons.org/licenses/by/4.0/deed.ru), no3sonstoLLen HeorpaHUYeHHO UCNONb30BaTb, PACNPOCTPaHATDL
BY W BOCMNpOM3BOAUTL MaTepuan npu ycnoBuu, 4To opuruHasabHasa paﬁoTa ynomMsHyTa C CO6I'I}0F|eHMeM npasun ULUTUPOBAHUA.

989

https://www.lawjournal.digital

AHHOTauuA

Llenb: cpaBHeHMe COBpPEMEHHbIX MOAXOAOB B MNpaBe K MCMOSb30BaHWUIO
B npouecce npunHATuA peLIJeHMVI nporpamMmMHbIX KOAOB U aTTOPUTMOB, OTBe-
Yarwmnx npnHUmMnam npo3pavyHoOCT U OTKPbITOCTU, a TakXXe BO3pacCTakoWnm
Tpe6OBaHI/IF|M K obecrneyeHnto 6e30MacHOCTU NnepCoHanbHbIX U UHbIX 60”b-
LWNX AaHHbIX, MOJTY4YEHHbIX U O6pa6OTaHHbIX aAJTTOPUTMUYECKUM MYTEM.

MeTobl: OCHOBHbIMU METOaMM1 UCC/IeA0BaHMSA NMPUHLIMNA MPO3PaYHOCTH
a/IrOPUTMU3UPOBAHHOIO MPUHATUSA PeLLEHUI ABNANMCh hopMasibHO-topU-
OVNYECKNIA N CPaBHUTESbHbI aHann3 NPaBOBbIX aKTOB U MeXAYHApPOAHbIX
CTaHAapTOB MHPOPMALMOHHOK 6€30MaCHOCTU, COAEPXKALLMXCSA B HUX NMPUH-
LMMOB M MPaBOBbIX KOHCTPYKLMWIA.

PesynbTaTbl: onpefeneHo, YTo pa3BuTMe 06nacTu cTaHZapTM3aunm WH-
dhopmaLmnoHHON 6e30MacHOCTH, BKJTHOUYEHME B MPaBOBble aKTbl TPe6oBaHUM
0 pa3paboTke MHHOPMALMOHHbBIX TEXHONOMMIA, COOTBETCTBYHOLLUX NPUHLN-
nam rnpo3pavyHoOCTU U OTKPbITOCTU NPUMEHSAEMbIX afirOpuTMOB, NO3BONUT
MWHUMW3NPOBATb PUCKWU, CBSI3aHHble C HernpaBOMEPHbIMU 06pPaboTKOM
60/1bLUMX NOJSIb30BATENbCKMUX AAHHbIX U MONyYeHUeM UHbOPMaLun o6 mnx
YaCTHOW XXN3HW; BbISIBIEHbI CBSI3aHHble C peannsaumnen anropuTMmMYecKomn
NpoO3payYyHOCTM NpeasIoXKeHNa B 06/1aCTM NPaBOBOro perynnpoBaHusa obpa-
60TKMN AaHHbIX; cHhOPMYNMPOBaHbl pEKOMEHAALMK, C OMOPOM Ha KOTopble
3aKkoHoAaTeNb MOXEeT pellaTb 3agadvy ob6ecneyeHust OTKPbITOCTU JTIOTUKK
paboTbl anropuTMOB MHMOOPMALMOHHbBIX TEXHOIOMMI C YY4ETOM COBPEMEH-
HbIX CTaHAApPTOB MH(POPMaLMOHHOM 6e30MacHOCTH.
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HayuyHas HOBM3Ha: COCTOUT B O6OCHOBAHUW HOBbIX TEHAEHUWUA U dop-
MUPYEMbIX B COOTBETCTBUM C HUMW MpPaBOBbIX MOAXOA0B, MO3BOSOWMNX
pacKpbITb NOrMKY 06paboTKN AaHHbIX UNMGPOBLIMU U MHPOPMALMOHHBIMU
TEXHOMNOMMSAMM, HA OCHOBE XapaKTEPUCTUKN O6LLEEBPONENCKUX CTaHAap-
TOB KOHUENUMM KOHDUAEHLMANbHOCTU NPU NPOEKTUPOBAHMUM HOBbIX LNG-
POBbIX U MH(POPMALIMOHHbBIX TEXHONOMMIA MPUHATUA PELLUEHUA U 3aLUUTbI
JaHHbIX, HOBbIX MPaBOBbIX TpeboBaHWI, NPeabABNAEeMbIX K cUCTEMaM
NCKYCCTBEHHOIO WHTENNeKTa, BKJoYass TpeboBaHue 06 obecneyeHum
aNropMTMMUYECKON NPO3PaYyHOCTU, KpuTeprueB 06paboTKM MepcoHanbHbIX
JNaHHbIX, @ TaKXKe 60JbLUMX MOJIb30BaATENbCKUX AaHHbIX. Mpu 3ToM 3alu-
Ta JaHHbIX paccMaTpuBaeTcs Kak cucTemMa npaBoBbIX, TEXHUYECKUX U Op-
raHW3aLMOHHbIX MPUHLMMNOB, HarnpaB/ieHHaa Ha obecriedyeHne KOHbUaeH-
LManbHOCTU NEPCOHAsbHbIX AaHHbIX.

MpakTuyeckaa 3HaYMMOCTb. O6YC/IOB/IeHa HEO6XOAUMOCTbIO U3ydeHUs
nepefoBOro 0TeYECTBEHHOMO M MEXAYHAPOAHOMO OMNbITa 3aLMTbl YaCTHOM
YXM3HWU nonb3oBaTesiel UMGPOBbIX U MHOOPMALMOHHbBIX TEXHOJIOMUA,
a TaKXXe 3aKoHoAaTeNnbHOro obecnevyeHus Tpe6oBaHuii 06 UCNonb3oBa-
HUW aNIrOPUTMOB, OTBEYaloLWMX NPUHLUUNAM NPO3PaYHOCTU U OTKPbITO-
CTN 06paboTKM NEPCOHaNbHbIX AAHHbIX C Y4ETOM HEO6XOAMMOCTHN 06e-
crnevyeHuss KOHPpUAEHLMANbHOCTU Ha BCex aTanax XXU3HEHHOro LUukKna
nx 06paboTKM, YTO MO3BOJINT 06ECNEYNTb HEMPEPLIBHOCTb yrNpaB/ieHuUs
6e30MacHOCTbIO.
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Keywords Abstract

crimes against humanity, Objective: the development of wireless technologies and digital infrastructure
cybersecurity, has radically changed the human habitat, giving rise to a new type of space —
cyberspace, acyberspace. The uniqueness and peculiarities of this environment, including
cyberterrorism, anonymity, boundlessness and problems related tothe determination
digital technologies, and establishment of jurisdiction, have become a breeding ground for
human rights, the emergence of a new global threat — cyberterrorism. The latter is
international private law, characterized by a high level of latency, low detection rate and incomparably
international public law, greater danger than “real world” crimes. Countering new forms of crime has
jurisdiction, required the development of universal tools that overcome the limitations
law of traditional jurisdiction and allow states to prosecute terrorists in

cyberspace. Identifying the relevant tools and identifying the political-legal
obstacles to their implementation is the objective of this study.

Methods: to achieve the set goal the formal-legal method was used
to analyze legal sources, including judicial practice, national legislation,
and international acts. The doctrinal approach was also used, which
allowed, on the basis of scientific works and theoretical constructions,
explaining the complexity of the modern phenomena and predicting their
future development. This said, the main focus is on criminals to prove their
antagonism with humanity in accordance with theoretical views. Finally, the
study analyzes the theories of universal and traditional jurisdiction and how
they are applied to prosecute terrorists.
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Results: the paper provides a critical analysis, reviewing and adapting
the concept of jurisdiction as applied to a global, borderless and decentralized
digital environment (cyberspace) and to the struggle against new forms
of terrorism (cyberterrorism). Various jurisdictional models applicable
in cyberspace are presented. The author bridges the gap between the main
branches of law: international private law and public law by linking, in relation
to cyberterrorism, the two theories: the “responsibility to protect” (R2P)
theory and the application of universal jurisdiction. The trends of universal
jurisdiction development are revealed.

Scientific novelty: the study develops the accumulated scientific knowledge
while justifying the introduction of foreign jurisdiction in a state territory
to prosecute cyberterrorists. It also establishes a link between the theory
of universal jurisdiction in private international law and the “responsibility
to protect” (R2P) theory in public international law, recognizing the latter
as arelevant basis for the introduction of universal jurisdiction over
cyberterrorism. Such traditional concepts as sovereignty and jurisdictional
independence are reviewed. The gap related to the consideration
of cyberterrorism as a crime against humanity in international law is bridged.

Practical significance: the implementation of the proposed conclusions will
contribute to the strengthening of international prosecution of cyberterrorism
and harmonize the international and national legal tools to struggle against
this crime.

Abdelkarim, Y. A. (2023). Employing the Responsibility to Protect (R2P) to Impose
Universal Jurisdiction Regarding Cyber-Terrorism. Journal of Digital Technologies
and Law, 1(4), 994-1022. https://doi.org/10.21202/jdtl.2023.43
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Introduction

International scholars acknowledge the duties entitled in the “Responsibility to Protect”
theory to protect human rights. Also, they admit the global nature of cyber-terrorism
destruction. Consequently, this theory is the appropriate reasoning for imposing universal
jurisdiction regarding cyber-terrorism. The research introduces the “Responsibility
to Protect” (further — R2P) theory as the pillar to impose universal jurisdiction regarding
cyber-terrorism. It establishes a link between the two international law theories: Universal
Jurisdiction from international private law and the Responsibility to Protect from
international public law.

The research contributes to knowledge by providing the international community
with the legal justification to impose foreign jurisdictions within a state territory
to prosecute cyber-terrorists. It establishes a link between the universal jurisdiction theory
in international private law and the responsibility to protect in international public law.
Therefore, it bridges a gap between these major branches of international law. Besides,
it recontextualizes traditional concepts, e.g., sovereignty and jurisdictional independence,
to achieve prior humanitarian aims. Furthermore, it bridges the gap in knowledge by linking
cyber-terrorism to the established concept of crimes against humanity in international
law; it proves the applicability of the latter elements to cyber-terrorism as an international
illegal activity. Thus, the R2P theory could be utilized to impose universal jurisdiction
regarding it just as CAH.

The research analyzes the structure of cyber-terrorism and explores its camouflaged
elements under cyberspace’s ambiguity. The limitlessness of the latter requires developing
atool that transcends the odds of traditional jurisdictions. This tool is universal jurisdiction;
it permits states to prosecute terrorists in cyberspace, regardless of their location. Yet, its
application faces obstacles, legal and political. Therefore, a theory that includes obligatory
concepts would be an effective tool to support it.

The research enhances international prosecution of cyber-terrorism as it justifies
utilizing global legal toolkits against it. It proves that cyber-terrorism is a crime against
humanity that triggers international intervention under the R2P theory, which it presents
as a regulative legal norm. So, it manifests global solidarity to prevent those serious
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crimes under the UN Charter rules by harmonizing international and domestic legal toolkits
concerning this crime. Consequently, international jurisprudence encircles cyber-terrorism
and eliminates its evil in cyberspace.

Regarding the methodology, the research adopts a theoretical approach to achieve
its objectives. It is established on a doctrinal method to examine legal sources to analyze
the legal prepositions found in primary and secondary legal resources. It includes case
laws, domestic legislation, and international instruments. The analysis depends on logical
reasoning. This approach analyses the norms that the legal materials included to elaborate
the legal understanding of the research question. Besides, argumentized reviews of case
laws and primary law resources contribute to extracting the relevant approaches.

The research reviews the relevant scholarships to disclose the gap in knowledge that
the research bridges. It discusses the contextualization of the R2P theory, emphasizing
its purpose, which is to defend humanity against atrocities. Then, the research explores
the concept of cyber-terrorism to extract its theory from academics. Mainly, it focuses
on the perpetrator’s side of this activity to prove its antagonism to humanity according to
the theorists’ views. At last, the research refutes the outstanding literature on universal
jurisdiction theory and how jurisdictions adopt it to prosecute terrorists.

Besides, it analyzes international and domestic law sources to study how they handled
universal jurisdiction as they prosecute cyber-terrorists. Also, it reviews the relevant literature
to set out the trending attitudes about universal jurisdiction.

1. The Preventive Nature of the R2P Regarding Crimes
Against Humanity (CAH)

International law includes obligations on states to protect humanity against atrocities. These
obligations are binding according to their legal roots. The International Covenant on Civil and
Political Rights (ICCPR) and the International Covenant on Economic, Social, and Cultural
Rights (ICSECR) mention fundamental human rights as the subject of protection. Beforehand,
the 1948 Genocide Convention imposed a duty on states to prevent genocide crimes’. Also, the
UN Charter adopts these duties to defend humanity by securing international peace. Indeed,
the evolution of the UN doctrine tended to adopt this responsibility as protection from CAH2.
It is clear in the 2005 World Summit report that a global theory of international community
responsibility should be enacted to achieve the UN aims. These legal instruments include
the threshold to trigger the state’s obligations. The binding force of these obligations reflects
their enforceability in the global legal system and the nations determination to protect
humanity. So, the concept of responsibility to protect is rooted in international law.

T The 1948 Convention on the Prevention and Punishment of the Crime of Genocide, Arts 3, 6 and 8.

2 The UN General Assembly. Resolution Adopted by the General Assembly: 60/1 (UN, 2005), para. 139 and
the Resolution A/75/277 (UN 2021), para. 6.
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1.1. The Universalization of the R2P to Prevent CAH

This doctrine affirms the R2P as an international legal norm that aims to prevent
inhumane atrocities. It was mentioned in the UN Security Council resolutions (UNSC)
to justify intervention in preventing CAH3. This attitude shifts the R2P from an innovative
idea to an acknowledged legal principle in international law. Then, it introduces
a systematic legal foundation to intervene in preventing CAH (Cantini & Zavialov, 2018).
CAH imply the accountability of the international community to act, regardless
of sovereignty considerations. Thus, the R2P implies facilitating the CAH prevention
measures undertaken by the international community or a foreign jurisdiction (Cantini &
Zavialov, 2018).

Royer claims that states’ political will and the traditional understanding of their
sovereignty hinder the international community interventionto prevent CAH (Royer,2021).
So, he emphasizes that states should integrate the R2P into the interpretation of their
national interests regarding CAH (Royer, 2021). He argues that the R2P does not
manifest a valuable reference for state politics that they might oppose its application.
This fact implies reconceptualizing the international community’s endeavors to combat
evil in a political framework. Yet, while the R2P represents a moral norm, doctrine should
review it as a preventive procedure to protect humanity (Royer, 2021). This integration
supports the R2P in international politics as it eliminates extremist patriotic odds that
oppose foreign intervention. Royer’s reframing of the R2P underlines the severity of CAH
as a common evil that requires global collaboration to suppress it.

Furthermore, Watt argues that the R2P should be constitutionalized in international
law under the authority of the UN institutions (Wyatt, 2019). He claims that the R2P
is an extension of UN humanity protection since it imposes a collective responsibility
on member states to prevent CAH (Wyatt, 2019). In addition, it would overcome the
strict Westphalian view of state sovereignty?, pointing out it from the responsibility
aspect. So, a moral relationship is established between it and cosmopolitan human
protection. Moreover, he considers the UN organs the effective bodies to enforce the
R2P legal order. So, they should surveil the application of the R2P. This constitutional
order guarantees the effective integration of the R2P duties into a firm establishment
of international commitments. It manifests a global level of the solidarity obligation
included in the UN Charter. It provides international diplomacy and doctrine with
a harmonized concept of solidarity to maintain peace and security®. He seeks, through

3 Resolutions 1674 (2006), 63/308 (2009)68 and 1894 (2009).

4 ‘Supreme authority within a territory’, ibid, p. 99.

5 Ibid, p. 156.
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his interpretation, to consolidate the R2P in international law and diplomacy. Trying
to impose the constitutional nature of the R2P on states requires their clear consent
of them as it might contradict their interpretation of sovereignty. Besides, the mentioned
harmonizationimplies unifying the views of states on theirresponsibilities to prevent CAH
from considering the solidarity obligation of the Charter. In practice, politics frustrates
the R2P efforts by considering it a Western imperialism that should be patriotically
resisted. Despite that the NATO intervention in Libya was approved by the UNSC under
the R2P norms®¢, it was criticized as it violated state sovereignty and led to political
chaos therein. It might be overseen exploitation of international justice for political
aims. To overcome this odd, international jurisprudence should contextualize the R2P
legally according to each case separately to ensure its impartiality.

CAH by athird party, e.g., terrorists, on a group of local population trigger international
responsibility to intervene to prevent them if the host state did not respond (Soler, 2019).
External intervention could utilize foreign jurisdictional tools to prosecute these crimes.
This responsibility consists of both state and international community duties to prevent
severe atrocities which violate fundamental human rights (Park & Switzer, 2020) through
the transnationalism of legal procedures’. Therefore, the R2P aims are guaranteed
by this intervention as its humanitarian aspects overwhelm sovereignty claims. This
duty of the international community is sustained by the non-fulfillment of the host state
of its responsibility to protect fundamental human rights. Also, CAH must not exploit
state sovereignty as a shield to avoid prosecution (Soler, 2019). Moreover, international
law permits humanitarian intervention to prevent human rights violations even by use
of force, though its rare cases (Azubuike, 2023). A fortiori, judicial intervention is
an appropriate solution to defend these rights. These rights are rooted in international
law that grants them continuous protection.

Remarkably, the R2P norms could be utilized in cyberspace to suppress terrorist
activities by promoting the collaboration of internet giants and national bodies to enforce
responsible measures to achieve this aim (Park & Switzer, 2020). This supports
the R2P’s existence in cyberspace since it presents this theory as a shield against
cyber-terrorism.

6 The United Nations Security Council S/RES/1973 (2011), para. 4.

7 Kosiba, K. (2018). Is R2P the Remedy for lllegal Deforestation? A Case Study Based on the Systematic
Human Rights Violations in Peru. Master of Arts Dissertation submitted to the Brussels School of Interna-

tional Law. University of Kent. https://clck.ru/36ksvy
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1.2. International Jurisprudence Utilization of the R2P

The International Court of Justice establishes the R2P as the collective obligation
to maintain international peace and security®. So, states must utilize the reasonably
available methods to achieve this purpose. The R2P represents, at its core, a due diligence
obligation since states are not obliged to succeed in preventing those crimes completely®.
Thisjurisprudence proves the flexibility of the R2P in international law that makes it suitable
reasoning for applying universal toolkits, i.e., universal jurisdiction, regarding CAH.

Establishing accountability for CAH enhances the ICC agenda to ensure effective human
protection (Bellamy, 2018). At this point, the R2P accords with the Rome Statute objectives
as it could be employed to provide a legal pillar of the ICC tools. The R2P utilizes non-
military preventive measures of the ICC to suppress CAH under Article 7 of the Statute
(Holvoet & Mema, 2015). Indeed, the ICC proves efficient to achieve this purpose because
of its preventive and permanent characteristics (Holvoet & Mema, 2015). Thus, this
integrated establishment of the ICC tools and the R2P constitutes a shield that protects
humanity against CAH.

This humanitarian end justifies the utilization of these tools even for non-party states,
particularly under the approval of the R2P in the UNSC resolutions. Yet, the R2P, to be
effective, should instrumentalize diplomatic and humanitarian mechanisms (Bellamy, 2018).
This approach includes employing legal toolkits from foreign jurisdictions. For instance,
the ICC imposed its jurisdiction in Kenya and issued an ultimatum to the government about
establishing an ad hoc court for post-election violence (Bellamy, 2018). The ICC’s legal
efforts, in this case, represented the R2P theory as it tended to protect the local population
against violence. Bellamy concludes that both the R2P and the ICC system are integrated
humanitarian establishments to prevent CAH. Despite the skeptics, the implementation
of non-military measures underthe R2P introduces them as alternatives to military operations
(Fehl,2015). They are intermediate stages before waging wars. Thus, their prominence in the
R2P theory is unneglectable, which endorses the judicial intervention measures to prevent
international crimes.

Notwithstanding the ICC and the R2P’s mutual role in preventing CAH, utilizing
the court’'s universal toolkits should be subordinate to the Statute’s aims (Holvoet &
Mema, 2015). This restriction guarantees the effectiveness and trueness of the ICC measures
regarding CAH since it creates judicial surveillance on ICC practices. This mechanism,
consequently, enhances the trustworthiness of the ICC's role against CAH and limits the

8  Application of the Convention on the Prevention and Punishment of the Crime of Genocide (BiH v Serbia
and Montenegro), 26 February 2007, ICJ Reports 2007 p. 43, para 166.

9 Ibid.
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perpetrators’ impunity. As Ercan elaborates, the R2P toolkit defends international justice
and security because it endorses international intervention to guarantee global compliance
with international law (Ercan, 2022).

To sum up, scholarships and jurisprudence agree on establishing the R2P on the
need to maintain peace and security. In this view, it introduces a legal norm that justifies
jurisdictional intervention concerning serious CAH. Thus, it is an appropriate justification
to employ foreign legal rules, particularly universal jurisdiction, within the state of crime
location. Hence, it overcomes sovereignty claims that might hinder defending human security
and encourage the international community to fulfill their duties to protect humanity.

2. The Legal Foundations to Profile Cyber-Terrorism
as “Other Inhumane Acts" under the Rome Statute

It is non-debatable that cyberspace establishes international connections between
separated nations. Because of its technical nature, terrorists exploit its advantageous
facilities to achieve their aims. It enables them to avoid prosecution measures of national
law enforcement authorities. Therefore, they operate globally, threatening world peace.
Cyber-terrorism is an established inhumane activity that imposes international legal efforts
to frustrate it.

Maintaining international peace and security is a leading purpose of international legal
bodies, i.e., the International Criminal Court. It is the competent authority to prosecute global
perpetrators because of its international legal capabilities. Yet, the Rome Statute, which
organizes it, mentions the acts of the court’s jurisdiction exclusively. It does not mention
cyber-terrorism among them. Though, it notes that the court jurisdiction extends to non-
mentioned inhumane acts under certain conditions°.

Therefore, the article introduces the legal pillars to consider cyber-terrorism a crime
against humanity under the Rome Statute of the ICC. The deal of evil of this activity
suffices to profile it with this classification, which drops if under the ICC jurisdiction.
The article analyzes cyber-terrorism and reviews the literature on it to extract its core
elements. Then, it reconceptualizes international law doctrine on crimes against humanity
to prove the applicability of this concept to cyber-terrorism. This objective contributes
to knowledge by providing the legal basis to extend the ICC’s jurisdiction to prosecute
cyber-terrorists. This global criminal activity requires a global legal mechanism to hinder
it. Consequently, the international community cuts off cyber-terrorism, enhancing world
peace and security.

10 The Rome Statute of the International Criminal Court (2002), Article 7 (1) (k), A/CONF.183/9.
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2.1. An Analysis of Cyber-terrorism

In the era of information, terrorism has penetrated cyberspace, shaping a modern threat
to humanity. Cyber-terrorism is the utilization of the Internet to target a group with terror
for political or radical aims (Broeders et al., 2021). It is a distinctive sort of terrorism
that should be analyzed from a broad aspect. Cyber-terrorism exploits the uncontrolled
outreach of the internet that strengthens the ties between nations. The French national
defense glossary adopts the “risk of terrorism” factor concerning illegal cyber activities
(Delerue et al., 2019) to characterize cyber-terrorism. Thus, terrorist groups can act
transnationally, transcending geographic proximity (Albahar, 2019). This feature drives
scholars to study cyber-terrorism from an international aspect. Accordingly, Alexandra
Perloff-Giles profiles cyber-terrorists as “an enemy to mankind” (Perloff-Giles, 2018).
She justifies that by the common features between cyber-terrorism and piracy crimes
since they both threaten international trade interests. She emphasizes that these attacks
jeopardize critical cyber services for a considerable while, which points out the severity of this
activity. In addition, she argues that transnational cyber offenses have three concretes:

- the intentional act that harms innocents, as it should be a deliberate attack
on national infrastructure or governmental, or private, computer systems. This applies to both
governmental and non-state actors. The latter include cyber-terrorists.

— it must occur in cyberspace, exploiting its ambiguity to gain anonymity and
advantageous low-cost attacks,

—and it is transnational modus operandi because the perpetrators operate beyond
national borders. Perloff-Giles indicates that the malware codes they send need no
passport to cross borders. Also, the impacts of their offenses affect several jurisdictions
(Perloff-Giles, 2018).

Moreover, Perloff-Giles claims that cyberattacks, regardless of the perpetrators,
constitute an illegal use of force, triggering the right to self-defense under Article 51
of the UN Charter. This leads to the application of international humanitarian law, which is
a suitable legal set to organize the consequences of cyber conflicts. Yet, she determines the
following provisions to apply it:

— the severity and scale of the attacks. Though, she requires a threshold to qualify them
for the description “an armed attack”,

- and identifying the perpetrators to establish their responsibility. Still, she admits
the difficulty to determine this attribution regarding cyber offenses (Perloff-Giles, 2018).

Therefore, Perloff-Giles points out the prominence of cyber offenses as a unique
pattern of aggression by terrorists. This activity elevates to application of International
Humanitarian Law (IHL) the same as conventional armed conflicts. Thus, this applicability
denotes that cyber-terrorism is a severe threat to humanity that requires the utilization of
international doctrine efforts to crystallize its dimensions and propose the appropriate legal
sets to combat it.

https://www.lawjournal.digital




Journal of Digital Technologies and Law, 2023, 1(4) elSSN 2949-2483

Likewise, in her book “Defining International Terrorism”, Stella Margariti claims that
terrorism threatens the universal interests of the international community by degrading
fundamental human rights concerning international security and peace (Margariti, 2017).
She sheds light on the international pillar of terrorism as she claims that its impacts
transcend national borders to the international community (Margariti, 2017). Then, since
cyberspace exceeds states’ geographic borders, the international theme overwhelms its
nature. This theme implies the surpassing of criminal acts in cyberspace beyond domestic
limits. Consequently, cyber-terrorism generates inevitable impacts on international
security.

Because of its limitlessness, terrorist groups utilize cyberspace to achieve their
purposes. Itis recorded that militants like ISIS exploit social media websites to spread their
terror by broadcasting their video content. Besides, they use these websites as recruitment
platforms. Thus, they can operate globally beyond geographic borders (Awan, 2017).
This utility grants terrorists an advantage over law enforcement and security measures.
Also, it emphasizes the need to study cyber-terrorism as an independent criminal activity
that combines terror and technology.

Notably, Victoria Correia defines cyber-terrorism as a “cyber-enabled activity
which intends to advance political, social, or religious ideologies against the public,
and cyber dependent activity which further intends to threaten or facilitate damage
against the public, properties, and/or systems. Cyber-terrorism has the potential
to coincide with traditional terrorism” (Correia, 2022). She introduces a dynamic concept
of cyber-terrorism to suit its rapid changes. Also, she requires a particular mens rea,
which refers to the radical motivations behind the conduct. The definition clarifies
that physical impacts are not the sole requirement of cyber-terrorism; it mentions
systems damage that has no physical shape. Thus, she intends, through this definition,
to facilitate international legal collaboration to prosecute and counter cyber-terrorism.
She, also, points out the impacts of cyber-terrorism on inner society, arguing scholars
to study this activity from a collaborative approach to suit the terrorists’ illicit use
of technology (Correia, 2022).

Conversely, non-violent methods do not reflect cyber-terrorism as it is established that
it should result in physical damage regardless of its purposes. As Henschke indicates, the
terrorists’ mere use of the internet to recruit members or spread their radicalism constitutes
a broadcasting activity to deliver their threats to the targeted community (Henschke,
2021). The absence of physical damage deprives these activities of being profiled as
cyber-terrorism. Remarkably, Henschke admits that cyberattacks on IoT'!" actuators

11 The Internet of Things, which means controlling physical equipment by artificial intelligence codes.
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impose effects on the victims physically (Henschke, 2021). So, it constitutes cyber-
terrorism as it penetrates the connection established by the 10T between the informational
internet and physical life. Besides, he argues that the Tallinn Manual prerequisites that the
cyberattack impact in the physical world should be perceptible to the present use of force
(Schmitt, 2013). The Manual indicates that non-destructive cyber activities are not a use
of force, regardless of their moral consequences (Schmitt, 2013).

Dennis Broeders determines that a cyberattack that caused physical damage is not
recorded yet (Broeders et al., 20217). He claims that terrorists do not own the required
technical and financial skills to accomplish cyberattacks. Besides, the UK legislation
requires violence to consider an act as “terrorist”’2 which excludes non-violent acts
of this description. In this regard, Stoddart emphasizes that cyber-terrorism threatens
national infrastructure in the US since it might include state-supported activities. Also, it
might constitute espionage activities which shed light on its gravity though it might not
include a violent manner (Stoddart, 2022).

These views reflect a prima facie analysis of cyber-terrorism since they neglect
the fact that the moral impacts of this activity exceed their physical counterparts.
The national demoralization that cyber-terrorism causes generates hazardous economic
and social results that consider it a mala in se activity. Furthermore, cyber-terrorism
generates anger among the targeted community that it drives them to demand retaliation
by use of force (Shandler et al., 2021) and to respond politically similar to conventional
terrorism (Shandler et al., 2021). Also, both sorts of terrorism are motivated by the same
psychological incentives.

Ad idem, the Crown Prosecution Service (the UK) stipulates the terror motivation
of conduct to consider it “terrorist”'3. Likewise, the Egyptian Combating Terrorism law
decides that the mere mental terrorizing of innocents constitutes a terrorist act, regardless
of its physical damage'. It decides that the intention of terrorizing civilians to realize the
perpetrators’ objectives suffices to criminalize their acts under this law. Therefore, national
legislations prioritize security concerns by disregarding the condition of physical impacts
that Henschke requires (Henschke, 2021). In addition, the Common Position 2001/931/
CFSP considers attacks on national infrastructure or governmental facilities terrorist acts,
subjecting the perpetrators to counter-terrorism measures'. Also, the Austrian Cyber
Security Strategy requires the intention to terrorize civilians to inflict damages to national

12 The Terrorism Act 2006, c.11. 2006. https://clck.ru/34Chci
13 Crown Prosecution Service (2021), Terrorism. https://clck.ru/36kt3Z
14 Law No 94/2015, Art 2 para 1.

15 Article 1(3) of Common Position 2001/931/CFSP, see The EU list of persons, groups and entities subject
to specific measures to combat terrorism, Factsheet on 14 January 2015. https://clck.ru/36kt4j
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infrastructure or economic services to profile an act as a terrorist’®. Hence, domestic
legislations concentrate on the psychological aspect of terrorism since they stipulate
the intention to intimidate innocents into this category of criminal acts; it is the distinctive
theme of cyber-terrorism that might not cause physical damage and the determinant factor
of this category.

Similarly, Margariti argues that the intention to spread terror qualifies an act as
a terrorist, regardless of its motives (Margariti, 2017). This element distinguishes
terrorism from ordinary crimes. It is a specific mens rea that represents the threshold
of this classification. She adopts this standard as a cosmopolitan determinant of
the actus reus of international terrorism, which is required to impose a universal legal
framework upon it (Margariti, 2017).

So, the non-requirement of the physical impacts to consider an act a terrorist enhances
an inclusive theme of cyber-terrorism studies, which aligns with Correia’s definition
discussed above (Correia, 2022). Although its mere moral consequences, cyber-terrorism
threatens world peace and security as it might ignite an armed dispute. Unlike conventional
terrorism, individuals can resort to no shelters against cyber-terrorism; the codes that cyber-
terrorists employ to jeopardize computing systems within the targeted community penetrate
numerous layers of protection. Therefore, this cyber insecurity destabilizes international
peace and security. Cyber-terrorism can be elevated to be an enemy to mankind as Perloff-
Giles describes (Perloff-Giles, 2018).

2.2. The Contextual Elements of Crimes Against Humanity:
Other Inhumane Acts

The Rome Statute includes the term “other inhumane acts” in Article 7(1) (k) to establish
the ICC's jurisdiction on these severe acts. This term passed through historical processing
by both doctrine and jurisprudence. Yet, the objective of this paper implies focusing on
reviewing other inhumane acts elements to construct the comparison required to prove
their applicability to cyber-terrorism, as an international illegal activity. Since this term was
drafted within international law, it is a must to review its elements from the perspectives
of international doctrine and jurisprudence.

Initially, Article 7(7) (k) of the Statute establishes that the classification “other inhumane
acts” is a part and parcel of CAH it prohibits (Broeders et al., 2021). This article constructs
this act on these pillars: inhumane acts, the intention to cause suffering, mental or physical.
They are built on the essential elements of CAH. Still, they show an inclusive approach
to prevent disability to prosecute innovative non-included acts.

16 Federal Chancellery, ‘Austria Cyber Security Strategy’, 2013, 21. https://clck.ru/36kt6E
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Accordingly, Rustam Atadjanov argues that the systematic nature of crimes against
humanity distinguishes them from ordinary local criminal behavior (Atadjanov, 2019).
So, being an organized behavior reflects the element of context required to profile an act
as a crime against humanity. Besides, this systematic nature drives Hobbs argues to argue
that CAH express “extraordinary evil” (Hobbs, 2017). Thus, this element represents their
severity on humanity’s legal interests and their large scale. Nevertheless, Seada Hussein
Adem claims that the CAH term suffers a normative gap in the international doctrine
that the Statute seeks to bridge by counting the elements that qualify an act as CAH
(Adem, 2019). She concludes that the evolution of CAH jurisprudence, as well, bridges this
gap since the ad hoc tribunals and the ICC developed an inclusive approach that settled
the dilemma (Adem, 2019).

The International Law Commission (ILC) requires the systematic approach of deeds and
their widespread to be considered CAH'7. Besides, it argues that they could be committed
by non-state actors™®. Therefore, the ILC permits classifying the acts committed by groups,
or organizations, as CAH, according to the provisions of the Rome Statute. CAH are not
perpetrated by states exclusively but by independent bodies or individuals as well. Besides,
the ILC requires the multiplicity of victims as a major element of this crime. This condition
enhances the widespread requirement and deprives individuals of limited acts of this
classification.

Concerning jurisprudence, the term “inhumane acts” reflects the continued evolution
of crimes against humanity classification, which was used in 18 cases before the ICC as
an alternative response to the legal vacuum (MacNeil, 2021). In Prosecutor v Jean-Pierre
Bemba Gombo'? argues that crimes against humanity have four pillars: a targeted civilian
community, scope of the attack, the acts included, mens rea??. Besides, the ICC considers
inhumane acts that cause mental damages crimes against humanity?!. In Prosecutor
v Germain Katanga and Mathieu Ngudjolo Chui?? the judges decide that severe violations
of fundamental human rights, as established in the international human rights law, are
inhumane acts under Art 7(1) (k) of the Statute?3. John Quigley concludes that this ICC

17 The International Law Commission, Draft Code of Crimes against the Peace and Security of Mankind, 1996
UN Doc. A/51/10 article 18 (k), p 47. https://clck.ru/36kt7d

18 Ibid.

19 Case No. ICC-01/05-01/08.

20 |bid para 117 and (Park & Switzer, 2020).

21 |bid, see ‘The Elements of Crimes’ Published by the International Criminal Court (2013), ISBN 92-9227-232-
2, ICC-PI0S-LT-03-002/15_Eng. https://clck.ru/36ktC8

22 1cC-01/04-01/07.

23 |bid, para 448. The ICC adopts the same principle in Request for authorization of an investigation pursuant

to article 15 regarding the situation in the People’'s Republic of Bangladesh and the Republic of the Union

of Myanmar, ICC-01/19, para 128.
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Chamber affirms that the contextual elements of other inhumane acts are: intentional
great suffering or mental or physical injury (Quigley, 2023). It is an independent category
of criminalization that does not require a connection to other included crimes (Quigley,
2023).

Moreover, the International Criminal Tribunal for the former Yugoslavia (ICTY) decides
that acts that injure human dignity are “inhumane acts” under the Statute?4. Thus, the Tribunal
extends the interpretation of that term to exceed the Statute, covering novel criminal acts.
The Tribunal opinio juris is a result of a doctrine vacuum regarding a disciplined definition
of “inhumane acts”. Besides, the ICTY stipulates these elements for an act to constitute an
inhumane act:

— serious behavior,

- the harm, which may be mental or physical or injury to human dignity,

— and the mens rea?>.

It, also, concludes, in Prosecutor v Milorad Krnojelac?$, that inhumane acts compromise
deliberate deeds that inflict severe mental or physical damage to innocents?’. This jus
cogens qualifies perpetrators’ acts to be crimes against humanity because of the severity
of their impacts. The European Court of Human Rights (ECHR), in Liu v Poland?® and M.T.
and Others v. Sweden??, utilize the term inhumane to describe acts that degrade a person’s
dignity and violate his fundamental rights.

Thus, international jurisprudence establishes that these acts are CAH, precisely under
the “other inhumane acts” category. It adopts this term as a residual clause to broaden its
jurisdiction concerning the prosecution of crimes against humanity to provide effective
protection to humanity. Hence, it expresses a flexible jurisprudence to utilize the included
legal terminology to contextualize the non-included atrocities under the Rome Statute.

2.3. The applicability of “Other Inhumane Acts"” to Cyber-terrorism

The literature on the contextual elements of the term “other inhumane acts” underlines their
severity; it comes from their damage to the mental and physical well-being of innocents.
The analysis of these elements reflects the unordinary evil of these acts. Thus, other acts
that reflect the same evil should be classified as other inhumane acts if the contextual

24 prosecutor v Muci'c et al, Trial judgment, 16 November 1998, IT-96-21-T, (Celebici", Trial judgment), paras
521-522.

25 prosecutor v Karadzi'c, Trial judgment, 24 March 2016, IT-95-5/18-T, (Karadzi'c, Trial judgment), para 494.
26 T-97-25-T.

27 |bid, footnote 382.

28 Application no. 37610/18, on 6 October 2022.

29 Application no. 22105/18, on 20 October 2022.

1007

https://www.lawjournal.digital




Journal of Digital Technologies and Law, 2023, 1(4) elSSN 2949-2483

elements apply. Put differently, the determinant factor of this classification to an act is the
applicability of these elements to it.

Initially, cyber-terrorism violates the core principles of IHL (Werle & JeRberger, 2014).
It, first, threatens the minimum standards of humanity by spreading terror. Then, the civilian
damages it causes transcend the proportionality standards, predominantly the terrorists’
animus nocendi is non-discriminatory. Cyber-terrorists prioritize accomplishing their
objectivesregardless ofinnocentcivilian sufferings. This nondiscriminatory theme of cyber-
terrorism accords with the Rome Statute demonstration of crimes against humanity3°.
The Statute requires that an act should be collected against civilians to constitute
a crime against humanity. International jurisprudence admits that the damage of these
crimes is both physical and mental. It claims that the mere disregarding of human dignity
considerable damage to establishing an accusation3'.

Furthermore, Stella Margariti victimizes the international community regarding cyber-
terrorism since it targets international peace and security (Margariti, 2017). Besides, the
systematic nature of crimes against humanity that Hobbs points out is shared between
cyber-terrorism and crimes against humanity (Hobbs, 2017). Besides, they both have
transnational impacts that ground for international involvement. They both constitute
a threat to humanity which implies categorizing them in the same classification. Also,
as Atadjanov indicates, the element of systematic nature applies to cyber-terrorism
since it threatens international peace and security and constitutes a widespread
nondiscriminatory organized attack on civilians (Atadjanov, 2019). Indeed, cyber-terrorism
generates critical suffering for the international community because the perpetrators
intend to jeopardize fundamental human rights. Their systematic manners disrupt
the “peaceful cohabitation” (Atadjanov, 2019) of the targeted communities because
they negatively affect the concretes of humanity, protected under the UDHR 194832,
Furthermore, the systematic nature of CAH, as a contextual element, applies to cyber-
terrorism since it threatens international peace and security and constitutes a widespread
nondiscriminatory organized attack on civilians.

This opinio juris supports the discussed claim that cyber-terrorism that causes
nonphysical damages is a crime against humanity. This conduct targets civilians without
discrimination and the perpetrators deliberately ignore civilian casualties to accomplish
their objectives. Furthermore, the International Law Commission, in its draft of a convention
on the prevention and punishment of crimes against humanity, considers mental harm

30" The Rome Statute, Art 7.
31 Prosecutor v Karadzi'c, Trial judgment, 24 March 2016, IT-95-5/18-T, (Karadzi'c, Trial judgment), para 494.
32 The Universal Declaration of Human Rights, the United Nations, GA-Res 217/1948. https://clck.ru/36ktDK
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adequate to profile an act as a crime against humanity®3. So, in international law doctrine,
physical damage is not a core requirement of crimes against humanity. Similarly, international
jurisprudence establishes that mental suffering suffices to qualify perpetrators’ acts to be
crimes against humanity under Art 7 (1) (k) of the Statute. This approach underlines the
gravity of mental damage that cyber-terrorism inflicts.

Nonetheless, Maguir does not require the nondiscriminatory clause to describe an act
as a crime against humanity (Maguir, 2022). He argues that they must be systematic against
civilian groups with the aware deliberate mens rea of the perpetrators. Likewise, the Appeals
Chamber of the UN Special Tribunal of Lebanon pointed out this mens rea should be the intent
to spread terror through means that danger civilians34. It, also, mentioned that customary
international law does not limit terrorism to certain means. Thus, it is admitted that terrorists
can utilize cyber tools to achieve their aims. The determinant factor is the public terror intent,
regardless of the criminal conduct’s shape.

Moreover, Tsilonis addresses that the concept of “organizational policy”, that Art 7 (2)(a)
of the Rome Statute includes, expands to non-state actors, e.g., terrorists (Tsilonis, 2019).
The terror activity might not be state backed but the ICC can prosecute the perpetrators.
The purpose of this provision is to enhance humanity’s protection against severe crimes.
The legal aims of Art 7 implement transcending the literal interpretation of the mentioned
term to entail terrorist conduct.

The pillars of inhumane acts coincide with the definition of cyber-terrorism that Correia
proposes (Correia, 2022). Both international jurisprudence and doctrine argue that intentional
grave acts that target innocent civilians, causing damage to their fundamental rights,
regardless of their shape, are inhumane acts under Art 7 of the Rome Statute. Obviously,
the examination of these pillars proves their applicability in the context of cyber-terrorism.
By targeting national infrastructure, cyber-terrorists affect civilians. Besides, the widespread
attack is required to achieve the perpetrators’ aims of terrorizing societies, which is the
distinctive theme of their activity. Then, the conduct of cyber-terrorists against civilians,
regardless of its sort. Finally, the perpetrators should intend to terrorize innocents to achieve
their goals. Perloff-Giles'’s analysis of cyber offenses elements (Perloff-Giles, 2018) accords
with the jus cogens that international courts establish, particularly the ECHR illustration
of inhumane acts as violations of human rights. Indeed, cyber-terrorism manifests human
dignity degrading deeds under this illustration.

33 The International Law Commission, “Report of the International Law Commission”, Seventy-first session
(29 April-7 June and 8 July—9 August 2019) A/74/10, p12. https://clck.ru/36ktFT

34 The UN Special Tribunal of Lebanon Interlocutory Decision on the Applicable Law: Terrorism, Conspiracy,
Homicide, Perpetration, Cumulative Charging, 16 February 2011, Case No. STL-11-01/1 (STL Decision).
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To conclude, scholars and jurists enhance the doctrine of counting cyber-terrorism as
a crime against humanity under the Rome Statute. They target victims systematically and
generate serious unlimited impacts. Their transnational consequences provide grounds
for international concern. Regardless of its method, the state of terror the perpetrators tend
to imposesufficestoconsidercyber-terrorismacrimeagainsthumanity. Also, the extension
of the ICC's jurisdiction to prosecute cyber-terrorists profiles their conduct as crimes
against humanity. The inhumane acts category entailed in Art 7 (1) (k) of the Rome Statute
can include cyber-terrorism. This conclusion implies utilizing universal legal mechanisms
under the jurisdiction of the ICC to prosecute cyber-terrorists. Consequently, ruthless
cyber-terrorists are subject to the ICC jurisdiction as in the case of other crimes against
humanity perpetrators.

3. Universal Jurisdiction in Prosecuting CAH

The evolution of international judicial cooperation innovated the universal principle
of jurisdiction. It means the ability to prosecute and try criminals regardless of their
location or nationality. It seeks to achieve international justice that requires transcending
the traditional jurisdiction determinants to cut-off severe acts of crime. Jovana Blesic
constrains the application of universal jurisdiction to international crimes as they impose
an erga omnes obligation to prosecute the perpetrators (Blesi¢, 2022).

Universal jurisdiction presents a significant progression of international criminal
justice since it enables states and the concerned bodies to prosecute international
criminals globally, regardless of their nationality (Mung'omba, 2022). Thus,
universal jurisdiction restricts their impunity which enhances international criminal
justice. It constitutes a right of the international community to intervene wherever
CAH are committed to prosecuting the perpetrators (Mung'omba, 2022). Notably,
Mung’'omba mentions that universal jurisdiction does not require a direct link between
the prosecuting judicial body and the crime (Mung'omba, 2022). Universal jurisdiction,
in his view, “stands out” of the basic jurisdictional norms, which suits its mission in
enforcing international criminal justice (Mung’omba, 2022)35. It is based on the need
to enforce justice and deterrents regarding CAH (Mung'omba, 2022). Thus, universal
jurisdiction is crystalized in international law as a unique set of CAH prosecution and
trying. On the UN level, states delegations at the 73 Legal Session decided that universal

35 See (Mung'omba, 2022). He, however, decides that the perpetrator should be present in persona before
the court under the Princeton Principles, ibid 96, see also Global Policy Forum. (2021, June 2). Princeton
Principles on Universal Jurisdiction: Princeton Project on Universal Jurisdiction. https://clck.ru/36ktLY
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jurisdiction represents an effective toolkit to prosecute core crimes. Among them, they
enlisted CAH36.

Kittichaisaree argues that states impose national jurisdiction on both a subjective
and objective basis (Kittichaisaree, 2017). International jurisprudence limits national
jurisdiction to traditional factors3®’, especially as there is no convention adopting
universal jurisdiction. Furthermore, domestic courts should impose their “presumptive
jurisdiction” regarding crimes against humanity. Maguir claims that the victims'’
interests justify the priority of the national prosecution of those crimes (Maguir, 2022).
However, Soler criticizes this jurisdiction because it would reflect a power abuse
of certain states that deprives a defendant of their right to a fair trial (Soler, 2019).
Hence, practicing universal jurisdiction regarding CAH should be equitable and
proportionate to guarantee effective justice (Soler, 2019). These conditions maintain
the balance between confronting CAH and respecting national sovereignty. Also,
he calls for drafting a unified international understanding of aut dedare aut judicare
refusal reasons to restrict the impunity of CAH perpetrators, which is considered the
major reason for core crimes continuation (Maguir, 2022). This appropriate application
of universal jurisdiction, therefore, enhances international criminal justice since
it stretches jurisdictional tools to prosecute and extradite CAH perpetrators. Moreover,
it supports states to fulfill their obligations concerning prosecuting core crimes,
which protects victims’ human rights and enhances the traditional understanding
of the rule of law (Maguir, 2022). Remarkably, he advocates the right of a third state
to prosecute CAH perpetrators as he argues that universal jurisdiction fills up the
vacuum caused by the absence of territorial jurisdiction and nationality jurisdiction
(Maguir, 2022). Universal jurisdiction, hence, falls under state obligations to prosecute
core crimes (Maguir, 2022).

Notwithstanding that universal jurisdiction limits the perpetrators’ impunity,
it was considered, in certain cases, aggression on national sovereignty and
stability®®. The African Union refused a Spanish arrest warrant against Lieutenant-
General Emmanuel Karenzi Karake, considering it a violation of international
law and an abuse of the principle of universal jurisdiction. It, also, condemned
the European judicial attempts to subordinate the African judiciaries via the

36 The 6th Committee of the UN General Assembly - Legal (73" Session), ‘The scope and application of the
principle of universal jurisdiction (Agenda item 87)’, see resolution 72/120. https://clck.ru/36ktQV
37 See the Lotus Case (France v. Turkey), Judgment of 7 Sept. 1927, Series A No. 10.

38 African Union Doc PSC.PR/COMM.(DXIX) Communiqué, Peace and Security Council 519th, 26 June 2015,

paras 4-5. https://clck.ru/36ktSW
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misuse of universal jurisdiction®°. This statement reflects the controversial theme
of universal jurisdiction. Although it is a mechanism to prosecute core crimes, ending
their impunity, its application suffers shortages. Nyawo justifies this fact by the
absence of an international treaty or instrument that defines universal jurisdiction
and explains its applications (Nyawo, 2023). He argues that universal jurisdiction
is indispensable to confront CAH since all states have major interests in this
(Nyawo, 2023). Furthermore, he justifies universal jurisdiction by the moral global
duty that the natural theory includes (Nyawo, 2023, p. 225). This duty obliges the
international community to cooperate against the evil deeds that threaten world
peace and security. The UNSC mentioned the obligation to prosecute universal crimes
and punish the perpetrators universally4%. This resolution reflects the international
interpretation of CAH severity that endorses a universal scheme to prosecute
the perpetrators.

Human Rights Watch representative Lotte Leicht argues that the UN developed
a mechanism to prosecute CAH perpetrators. It includes a standing prosecutor who
initiates the investigations of CAH without establishing an ad hoc court. His jurisdiction
extends universally to overcome judicial or political odds*'.

3.1. Aut Dedere Aut Judicare Cyber-terrorism

International jurisprudence affirms that terrorism accusations imply the application
of universal jurisdiction due to their severity (Soler, 2019). Since aut dedare aut judicare
composes a general principle in international law, the international community should
utilize it to confront cyber-terrorism. Its qualitative severity, the deficiency of international
human rights protection, and the threat to world peace that cyber-terrorists’ impunity
support the application of universal jurisdiction by both international and domestic
courts to prosecute and extradite them. Then, the international deterrent is guaranteed
regarding cyber-terrorism.

According to her profiling of cyber offenders as an enemy to mankind (Perloff-
Giles, 2018), Perloff-Giles supports imposing universal jurisdiction to prosecute
and extradite cyber-terrorists. Besides, she argues that states can prosecute pirates

39 |bid para 6.
40 UNSC/S/RES/138, 23 June 1960, para 4. https://clck.ru/36ktdL

41 The European Parliament. (2018, June 28). Workshop: Universal jurisdiction and international crimes: Con-
straints and best practices. Brussels, EP/EXPO/B/COMMITTEE/FWC/2013-08/Lot8/21.
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wherever they are active on the “high seas” under the UNCLOS*2. Then, she stretches
the “high seas” term to include cyberspace as she considers it a transnational sphere
of interactions (Perloff-Giles, 2018). She establishes her view on a US court judgment
deciding that being on the “high seas” is not a condition to apply universal jurisdiction
against piracy3. Her comparison shows that both piracy and cybercrime endanger
international commerce as cyberattacks can disrupt commercial and financial services
websites. So, universal jurisdiction is an effective approach to suppress transnational
cybercrimes.

Kittichaisaree claims that technical issues complicate universal jurisdiction support,
such as cloud computing as in cyberspace, several states may claim their extraterritorial
jurisdiction over cloud-based activities (Kittichaisaree, 2017). As he reviews international
legal instruments, he mentions that the permission to extraterritorially prosecute
an “unauthorized broadcast” from a vessel located on high seas** extends to cyber-
facilitated broadcast (Kittichaisaree, 2017). So, he applies the broadcasting term
to internet broadcasting websites like Facebook* and Twitter4¢. These online platforms
are used by terrorists to broadcast their ideologies and recruit their personnel, which
provides a reason for states to impose their jurisdictions. Besides, the 1973 Convention
on the Prevention and Punishment of Crimes against Internationally Protected Persons,
establish universal jurisdiction regarding criminal acts, which applies to cyber-terrorism,
if they target the personnel included in Article 147. It demands the Party States utilize
their legal tools to suppress these activities, achieving the Convention’s aims. Due
to the accelerated development in internet access meanings, cyberterrorism is cheap
if compared to its impacts (Kittichaisaree, 2017). Thus, the Budapest Convention
on Cybercrime should be universalized to establish a global network, facilitating the
prosecution of cyber-terrorists.

As Maguir argues, prosecuting cyber-terrorism by a national court proves efficient
as it is motivated by the victims’ trust in their courts*®. Besides, the presumptive
jurisdiction reflects, at its core, imposing universal jurisdiction over these crimes; it

42 Article 101 ¢ of the United Nations Convention on the Law of the Sea, 1833 U.N.T.S. 397 (entered into force
Nov. 16, 1994).

43 United States v. Ali, 718 F.3d 929, 935-38 (D.C. Cir. 2013).

44 Art 109, the UNCLOS.

45 The organization is recognized as extremist, its activity is prohibited in the territory of the Russian

Federation.

46 A social network blocked in the territory of the Russian Federation for disseminating illegal information.

47 Art 3 of the 1973 Convention on the Prevention and Punishment of Crimes against Internationally Protected
Persons, entered into force on 20 February 1977.

48 gee the Lotus Case (France v. Turkey), Judgment of 7 Sept. 1927, Series A No. 10.
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prevents the victims from jurisdictional vulnerabilities related to cyber-terrorism
prosecution (Kittichaisaree, 2017). Hence, this attitude complies with the extraterritorial
punishment of cyber perpetrators, regardless of their location or nationality. Nonetheless,
the transnational impacts of cyber-terrorism may involve several jurisdictions that lead
to their conflict. So, the complementarity principle of the ICC retains its significance
to cure state authorities’ deficiency in cyber-terrorism prosecution. Yet, this system
of fallback complementarity expresses the vertical order between the ICC and its Members
to prosecute core crimes (Burens, 2016). So, Laura Burens argues that a horizontal inter-
state mechanism of complementarity enhances universal jurisdiction to prosecute these
crimes under the Statute. Besides, she introduces the state where the perpetrator is
located as the obliged member to utilize universal jurisdiction in the prosecution process
(Burens, 2016). This integration of vertical and horizontal complementarity eliminates the
odds before universal jurisdiction due to the transparency of the subsidiarity principle
(Burens, 2016, p. 89)4%. Also, Resolution 72/120 mentions that the utilization of universal
jurisdiction should fall under international law and the subsidiarity principle to prevent its
abuse or inefficiency®. Soler, for his part, claims that this integration is required for the
adequate application of universal jurisdiction to overcome the deficiency of the subsidiarity
principle (Soler, 2019).

Regarding national laws, the UK Legislation extends its jurisdiction over
terrorism crimes, regardless of their actus reus, according to the purposes entitled
in article 63B>'. This extraterritorial jurisdiction enhances protection against cyber-
terrorism; the Crown Prosecution Service can utilize its legal tools to prosecute
the perpetrators extraterritorially®? if their mens rea was included in the mentioned
article. Furthermore, the UK judiciary in R v. Kumar Lama®3, outlined that a domestic
court should utilize universal jurisdiction to prosecute grave crimes. Though, Hovell
criticizes this trial because of shortages of abroad evidence gathering that led the court
to consider Colonel Lama not guilty®4. Likewise, Combating Information Technology

49 | Burens claims that this principle maintains the balance between states sovereignty and the international
interest to prosecute core crimes.

50 Resolution 72/120, Supra 17.

51 Terrorism Act 2000, the UK, 63A- 63D.

52 The Crown Prosecution Service (2021), ‘Jurisdiction’, (CPS: Legal Guidance on 26 July 2021). https://clck.
ru/36ktjD

53 Case no. 2013/05698 (Central Criminal Court, London, 2016).
54 Hovell, D. (2017, April 6). The ‘Mistrial’ of Kumar Lama: Problematizing Universal Jurisdiction. EJIL Talk —

Blog of the European Journal of International Law. https://clck.ru/36ktkR
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Crimes Law®® extended the Egyptian jurisdiction largely over cybercrimes to include
offenses committed by non-nationals provided that®¢:

- the crime was committed on board any naval or aerial or land transportation registered
in Egypt or raising its flag;

- the victim is Egyptian;

- the crime was planned or surveilled or funded in Egypt;

— the criminal is an organized group working in several countries among them Egypt;

— the crime might harm any of Egypt'’s interests or security or any citizen's or residents’
interests or security;

— the criminal was found in Egypt after committing the crime and was not yet extradited.

This broad approach by the Egyptian Legislator is a result of the legal vacuum that the
Egyptian judges suffered regarding cyber-terrorism. Indeed, it manifests a comprehensive
view of the application of universal jurisdiction in cyberspace to enhance the legal protection
against cyber-terrorism.

To conclude, the transnational nature of cyber-terrorism, along with its severity on
international peace and security, pushes the international community to adopt universal
jurisdiction to prosecute and punish the perpetrators. It is a suitable mechanism to confront
them because it aligns with the obligations of the state to prosecute core crimes, as
recognized in international customary law. Indeed, the ongoing impunity of cyber-terrorists
leads to an increase in their crimes. So, the international community should unify its legal
efforts to develop a unified global understanding of universal jurisdiction to avoid the legal
vacuum.

4. Bridging the Gap

It is recognized that cyber-terrorism is a major sort of illegal activity in cyberspace due
to the capabilities provided by the latter; its ambiguous nature, which extends through
the real world, allows them to roam and work effectively for their objectives. This manner
crystallizes the international theme of cyber-terrorism which requires the utilization
of international legal mechanisms to confront. However, the international character of these
tools might introduce them as intervention schemes in the internal affairs of independent
states. Put simply, states might oppose them justifying that on a sovereignty basis. This fact
creates a dilemma concerning prosecuting and trying cyber-terrorists and, also, enhances
their impunity in the actual international legal practice. Thus, world peace and security
become more fragile against their threats. So, these international mechanisms require

55 Law No 175/2018.
56 |bid pt 1 Art 3.
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a firm legal basis to overcome states’ opposition and persuade them to cooperate against
cyber-terrorism as an international danger.

4.1. Explaining the Dilemma

The application of international legal norms, regardless of their stability, is yet to be palatable.
Interests of states and their interpretation of international law concepts complicate creating
a unified manner of the application of international jus cogens. Regarding the research
question, international legal practice discloses that both international law norms, the R2P
and universal jurisdiction, are continuously refuted. Skeptics are either jurists or diplomatic
statements. They reflect the absence of a unified international understanding of these
theories. Thus, trying to establish universal jurisdiction on the R2P theory is unfruitful unless
the research contains its critiques and contextualizes them within its trajectory.

International legal practice reveals that the application of universal jurisdiction
to confront cyber-terrorism is yet to be palatable. States, and even international
organizations, might oppose it and frustrate foreign legal measures adopting universal
jurisdiction as a basis. This opposition appears apparently in the statement of the African
Union when the organization claimed that universal jurisdiction violated the stability
of the whole continent®’. Although the judicial measures were taken by a European court
to prosecute CAH in Rwanda, they were reviewed in a merely political context relevant
to the European colonization of Africa memories. Such attitudes enhance the perpetrators’
impunity and hinder the enforcement of justice.

Furthermore, at the 12" Meeting of the Sixth Committee of the UN General Assembly, the
representatives’ discussions reveal a considerable gap regarding universal jurisdiction. While
Germany presented thejudicial experience of adomestic courtin prosecuting CAH committed
by Syrian officials®8, Columbia stipulated that the application of universal jurisdiction should
be under a bilateral or international treaty®®. The majority of the representatives pointed
out that the effectiveness of universal jurisdiction requires its incorporation within national
legal systems®9. This report crystalizes the diversion of states’ attitudes towards universal
jurisdiction that deepens the gap in its conceptualization and application. Besides, states
might oppose universal jurisdiction since they might neither permit a foreign jurisdiction
to prosecute a cyber-terrorist within their territory nor extradite a national terrorist to a foreign

57 African Union Doc PSC.PR/COMM.(DXIX) Communiqué, Peace and Security Council 519, 26 June 2015,
paras 4-5. https://clck.ru/36ktSW

Speakers Disagree on How, When, Where Universal Jurisdiction Should Be Engaged, as Sixth Committee
Takes up Report on Principle. (2022, October 12). UN Press. https://clck.ru/36ktp8

59 |bid para 7.
60 |bid paras 3,4, 5 & 8.
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jurisdiction. In addition, Blesi¢ claims that political will is the determinant factor of universal
jurisdiction application (Blesi¢, 2022). It depends on the existence of bilateral treaties
between states.

Moreover, the decentralization of international criminal justice enforcement leaves
universal jurisdiction relying merely on states’ will and actions (Nyawo, 2023). This presents
a crucial deficiency in it as it might lead to political conflicts between states, particularly
under the absence of international guiding rules about universal jurisdiction. Thus, drafting
an international legal instrument is a must to stabilize the judicial status regarding CAH
prosecution. So, to overcome this barrier, universal jurisdiction requires a universal
justification that accords with its purposes and nature.

International doctrine points out that the R2P theory has several critiques. Royer
notes that international law practice reveals that states might profile the R2P principle
as a reflection of Western imperialism (Royer, 2021). He argues that the utilization of the
R2P theory to justify military interventions against CAH promoted this picturization of that
humanitariantheory (Royer,2021). Also,the R2P would threaten the balance betweenjustice
and order (Royer, 2021), which leads to chaos within the targeted state. This dichotomy
is the basis of the R2P critiques (Royer, 2021). Therefore, he suggests that jurists should
focus on that aspect of the R2P to guarantee the impartiality of its utilization (Royer,
2021). Furthermore, he argues that doctrine should judge the intervention under the R2P
according to each case separately (Royer, 2021) as the selective application might trigger
injustice in international legal practice (Royer, 2021). The generalization of judging the
R2P endangers the reliability of this humanitarian concept; its misuse should never permit
its abandonment. So, to overcome this obstacle, the circumstances of each case per se
are the determinant of the R2P utilization. This mechanism liberates this principle from
the states’ political will and enhances its impartial application. Lastly, Royer considers
the critiques of the R2P a failure to estimate the consequences of evil that this theory
confronts.

Hence,theneedtoadoptuniversaljurisdictionagainstcyber-terrorism exceedsthe states’
limited opposition. This international criminal act requires the utilization of international
toolkits that transcend domestic legal borders and prosecute cyber-terrorists regardless
of their location. The R2P theory is the appropriate justification to impose universal
jurisdiction regarding cyber-terrorism.

4.2. The Solution: The Validity of the R2P to Impose Universal Jurisdiction
Against Cyber-Terrorism

Doctrineconsiderscyber-terrorismaninternationalevilbecauseofitsimpacts(Margariti,2017).
Its severity on world peace and security matches the ordinary CAH. The international
community is the victim of both crimes (Margariti, 2017). However, its cyber theme
distinguishes it as a modern enemy to humanity (Perloff-Giles, 2018). It is an evolved sort
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of CAH that falls under the category: other inhumane acts. The congruence of cyber-
terrorism elements with the contextual elements of CAH, as jurisprudence concludes®’,
solids this categorization. Hence, it requires universal jurisdiction as a global mechanism
to prosecute and extradite terrorists. Still, due to the opposition to universal jurisdiction®?,
it requires a firm pillar to justify its application that overcomes these obstacles. This pillar
is the R2P theory.

The previous review of doctrine points out the prominence of the R2P theory
in international law. It was developed into a tool to defend humanity. The R2P’s fundamental
purpose is protecting humanity against atrocities. Thus, its employment to confront CAH
proves its worth in international doctrine and jurisprudence. The R2P, as Royer introduces,
is a humanitarian tool to prevent evil since it justifies legal intervention to haunt CAH
perpetrators (Royer, 2021). It prioritizes protecting individual human beings rather than
maintaining sovereignty under the Westphalian understanding®3.

Royer praises the flexible theme of the R2P as it harmonizes its application with
the humanitarian needs to prevent CAH (Royer, 2021). He presents a moral reframing
of the R2P as he constructs it based on confronting evil (Royer, 20217). As a consequence,
political will cannot oppose norms that are built on it. Instead, the R2P combines states’
political interests and humanity’s morals in a shield against evil (Royer, 2021). De facto,
it is a political moral R2P that defends individuals against evil deeds (Royer, 2021). This
reframing of the R2P proves its validity to utilize other international law norms to suppress
CAH. Remarkably, Royer’s vision of the R2P harmonizes it with state sovereignty; the latter, at
its core, is a shield against evil as it organizes the autonomous administration of internal
affairs. Hence, it limits national disorder that evil could exploit to spread (Royer, 2021). So,
sovereignty reflects the state’s responsibility to protect individuals against evil.

As the ICC practice discloses, the collective obligation on states exhorts them to adopt
universal toolkits to eradicate CAH to secure world peace®®. The nature of universal
jurisdiction is compatible with this purpose; prosecuting CAH internationally limits their
occurrence and enhances justice. Since the R2P justifies military intervention against CAH,
it rather justifies judicial intervention, i.e., imposing universal jurisdiction. As the research
concludes that cyber-terrorismis a CAH, the R2P should justify prosecuting cyber-terrorists
universally. This conclusion implies that a court or a sole prosecutor can prosecute a

61 Prosecutor v Muci'c et al, Trial judgment, 16 November 1998, IT-96-21-T, (Celebici", Trial judgment), paras

521-522; Prosecutor v Karadzi’c, Trial judgment, 24 March 2016, IT-95-5/18-T, (KaradZi'c, Trial judgment),
para 494, |T-97-25-T.

Discussed in the previous section.

63 Resolutions 1674 (2006), 63/308 (2009)68 and 1894 (2009).
64

62

Application of the Convention on the Prevention and Punishment of the Crime of Genocide (BiH v Serbia

and Montenegro), 26 February 2007, ICJ Reports 2007 p. 43, para 166.
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cyber-terrorist located within another jurisdiction if the territorial jurisdiction is lax in that. The
horizontal complementarity applies in this case according to Burens’s explanation (Burens,
2016). The R2P justifies this judicial intervention because of the international community’s
duty to prevent CAH as established in international customary law. Judicial intervention to
confront CAH is better than military intervention since it enhances global trustworthiness in
international criminal justice and eliminates cyber-terrorists’ threats to humanity.

Conclusion

The research studies the R2P norm and analyzes its pillars to create a comprehensive
image of it in international law. It is a preventive instrument that protects humanity against
atrocities. Its firmness could be concluded from its continuous adoption by the UNSC
and the international community to intervene to suppress CAH. It is a general principle
in international law. Furthermore, legal analysis proves the flexible feature of the R2P
since its employment should be on a case-by-case basis. Being utilized to justify military
operations permits the R2P to justify legal intervention to prosecute CAH. These facts prove
the suitability of the R2P for this mission.

Also, the research analyzes cyber-terrorism. It is a modern criminal activity that inflicts
damage on states. Doctrine considers it a mutual enemy to humanity as it threatens world
peace and security. By analyzing its elements, the research compares them to the contextual
elements of CAH. It concludes the congruence between them. This means that cyber-
terrorism is a CAH under the Rome Statute. The category of other inhumane acts extends
to include cyber-terrorism. Hence, the international community should act to prosecute
and punish cyber-terrorists to eradicate their impunity.

External judicial intervention is achieved in international private law through universal
jurisdiction. It includes utilizing domestic judicial tools within other jurisdictions. So, it faces
several obstacles from states and even regional organizations. These obstacles frustrate
internationallegal effortsto suppress cyber-terrorism. This factimplies finding a suitable legal
justification for universal jurisdiction. A justification that paves the way for the international
community to prosecute cyber-terrorists.

Then, the research introduces the R2P principle as the required justification for
universal jurisdiction regarding cyber-terrorism. Since the latter is an international threat
to world peace and security, the international community must act to eradicate its dangers
via universal jurisdiction mechanisms. This intervention complies with international law
because it safeguards human rights, which is its favored interest.

Finally, the research closes the gap between international public law and international
private law; it employs the R2P theory from the former to justify universal jurisdiction from
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the latter. This combination manifests the complementarity of international law branches,
which is required to produce a strong understanding of international cyber issues.
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NaTeHTHOCTHU, HUSKMM YPOBHEM PacKpbIBaEMOCTU U HECPAaBHUMO 6oJIbLLEN
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HOpPUCANKLUM U NO3BOMSAIOLWNX rOCyaapcTBaM npecnefoBaTb TEPPOPUCTOB
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W BbiIBNEHUE MpensaTCTBUMA MOMUTUKO-IOPUANYECKOro XapakTepa no ux
peanusaumnm ABASETCH Lefblo MPOBEAEHHOMO UCCIEA0BAHMS.
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Bcero, dhopManbHO-HOpUANMYECKUA MeToA, NMpUMeEHSeMblid Ans aHanusa
NpPaBOBbIX UCTOYHMKOB, K KOTOPbIM OTHOCHATCSA cyaebHasi NpaKThKa, HaLmo-
HaNbHOE 3aKoHOAATEeNIbCTBO U MeXAyHapodHble aKTbl. Takxe 6bin 3a-
JleiicTBOBaH AOKTPWHASIbHbIM NOAX0A, NO3BOMMUBLLMWA Ha OCHOBE HayYHbIX
TPYAOB U TEOPETUYECKUX KOHCTPYKLIMIA O6bACHUTD CJIOXHOCTb HOBbIX SIB-
NEHUI COBPEMEHHOI0 MMPa U CNPOrHO3UpoBaTh UX pasBUTUE B ByayLLEM.
OCHOBHOE BHMMaHWe Mpu 3TOM yAenseTcs CTOPoHe NMPeCcTyrnHUKa, YTo6bl
JloKas3aTb ee aHTaroHW3M C YeJIOBEYECTBOM B COOTBETCTBMM C TEOPETU-
yeckuMu B3rnsgamMn. HakoHel, B UCC/ielOBaHMM aHAIU3UPYIOTCA TeopUn
YHUBepCanbHOW U TPaAMLMNOHHOW IOPUCAMKLIMM, @ TaKXKe TO, KaK OHU Npu-
MEeHSII0TCA OIS NpecneloBaHNs TeppOPUCTOB.
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PesynbTtatbl: B paboTe [aeTcs KpUTUYECKUWA aHann3 nepeocMbiClieHUst
M aganTaummn KOHUENMLUMM KOPUCANKLUN NPUMEHUTENBHO K rNobanbHowm, 6es-
rpaHUYHON 1 AeLleHTpanu3oBaHHOM UMhpoBoit cpeae (KM6epnpocTpaHCTBO)
¥ NMPOTUBOAENCTBUIO HOBbIM (hopMam Teppopuama (KubepTeppopusm); npu-
BOASATCH pa3/fiNyHble OPUCAMKLMOHHbIE MOAENN, MPUMEHNMblE B KN6epMnpo-
CTpaHCTBe; MPeofiofIeBaeTCs paspbiB MeX 1y OCHOBHbIMU OTpacnsiMu rnpasa:
MEeXAYyHapOAHbIM YacTHbIM U Ny6ANYHBbIM NPaBOM — MyTeM YCTaHOBJIEHUS
B3aMMOCBSI3 B OTHOLLEHUUN K KNGEPTEPPOPU3MY LBYX TEOPUI: KOHLIEMNLMMA
«06513aHHOCTM 3awmwaTb» (R2P) u npuMeHeHusi yHUBepCasibHOMN IOpUCANK-
LMK; BbiSIBNIEHbI TEHAEHLUN Pa3BUTUSA YHUBEPCAIbHON IOPUCONKLNN.

HayyHas HOBM3Ha: uccrnefoBaHWe pas3BMBAET HAKOMJIEHHblE Hay4yHble
3HaHMSA B 4YacTM OOGOCHOBaHMS BBELAEHWS WHOCTPAHHOW HOPUCAMKLUMM Ha
TeppuTOpUKM rocyaapcTea ANA MpecnefoBaHUs KMOepTeppopuCTOB; yCTa-
HaBNMBaeTCs CBfA3b MeXAy TeOpusMU YHUBEPCANbHOW HOPUCAUKLUNU
B MEXJYHapOo4HOM YaCTHOM MpaBe U «06s3aHHOCTbIO 3almwaTb» (R2P)
B ME&XAYHapOAHOM MNy6NMYHOM MNpaBe; Npu 3TOM MOCNeAHAs Mpu3HaeTcs
B KayecTBe MPUrofHOM OCHOBbI A/l BBEAEHUSI YHUBEPCAIbHON HOPUCAUK-
UMM B OTHOLUEHUM KMBEPTEPPOPM3MA; NEPEOCMbICIMBAKOTCA Takue Tpaju-
LIMOHHbIE MOHATUSA, KaK CYBEPEHUTET U IOPUCAUKLMOHHAs HE3aBUCUMOCTb.
YcTpaHseTca npoben B 3HaHUSAX, CBSA3aHHbIX C PACCMOTPEHNEM KnbepTeppo-
pv3Ma Kak NpecTynyieHus MPOTUB YeNI0BEYHOCTU B MeXAYHapOAHOM MpaBse.

MNpakTuyeckas 3Ha4YMMOCTb: peanusaunsa npeasioXeHHbIX BbIBOAOB 6yaeT
crnoco6cTBOBaTb YCUNEHUIO MEXAYyHapoAHOro npecneaoBaHna Knuéeprtep-
pOpU3Ma; rapMOHU3aLMN MEXAYHAapPOAHOrO U BHYTPUrOCYAapCTBEHHOMO
NMpPaBOBOro UHCTPYMEHTApPUS B OTHOLLEHUWN AAHHOMO NMPECTYN/IEHUS.
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blockchain, Objective: due to the rapid technological changes, digital economy
civil law, and contractual relations determine law transformation and legislation
commercial law, development towards adaptation to prospective spreading and application
contract law, of smart contracts in civil and commercial turnover. In this regard, the study
contract, focuses on determining the legal essence of smart contracts as a fundamental
digital technologies, step towards the development of their timely and clear regulation.
information technologies, Methods: the research is based on the methodology of formal-legal and
law, comparative legal analysis. It compares the current Bulgarian legislation
program code, with supranational legal sources and identifies the characteristic features
smart contract of smart contracts as demanded instruments necessary for modern law and

economy. The article also compares them with the classical understanding
of contracts, making it possible to understand and define the nature of smart
contracts more accurately.

Results: it was determined that a smart contract is a software code in which
the parties predetermine conditions under which the contractual relationship
between them is created, modified and terminated. The research proved that the
contract execution does not depend on the action or inaction of its parties, but
rather on the occurrence of a predetermined condition (a certain fact relevant
to the parties) under which the contract must self-execute. It was substantiated
that the will of the parties cannot be changed or replaced because of the special
way in which the smart contract is recorded in a distributed ledger. It is found
that the fundamental problem of transferring the will from the legal language
to the program code of the smart contract persists: if the will of the parties is
incorrectly transferred to the program code, the smart contract may self-execute,
but its execution will not be the result that the parties counted on.
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Scientific novelty: the analysis made it possible to compare the current
national (Bulgarian) legislation and supranational (European) law. It revealed
the vagueness of smart contracts regulation, both at the national
and international level, and identified a number of issues in need of scientific
and legal interpretation, which refer to the legal nature of smart contracts in
view of the self-executing program code concept.

Practical significance: the study can serve as a basis for further development
of legislation towards its adaptation to the prospects of smart contracts
spreading and application in civil and commercial turnover. It also allows an
in-depth analysis of the smart contracts practice referring to such unsolved
problems as accurate transference of the parties’ will to the program
code (translation of specific terms from the legal language into the smart
contract program code), electronic identification of subjects — parties to the
transaction and many other issues.

For citation

Varbanova, G. K. (2023). Legal Nature of Smart Contracts: Contract or Program Code?
Journal of Digital Technologies and Law, 1(4), 1028—-1041. https://doi.org/10.21202/
jdtl.2023.44

Contents

Introduction

1. Classic Contract Theory

2. Blockchain and the concept of the smart contract
3. Legal language vs. program code

4. Smart contract as a legal contract

Conclusion

References

Introduction

Smart contracts represent highly demanded tool necessary for modern law and economic.
At the same time, despite its relevance and necessity there are still no clear regulation
of smart contracts both on national and international level.

This study is intended to analyze the legal essence of smart contracts, their possible
application in civil and commercial turnover. It is also aimed to provoke a broad discussion
on the issues related to the manner of application of technologies and the need for their
timely regulation. This study aims not only to give a legal definition of the term «smart
contract», but to also reveal its characteristic features, interpreted in the light of the
classical understanding of a contract, and from there to answer the question — Is smart
contract, based on blockchain technology, is a contract itself?
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In order to analyze the concept of a smart contract, we shall specify the features
of blockchain technology and how it works, as well as what is the classical understanding
of a contract underlying the civil law legal system. Only then we will be able to answer the
qguestion whether smart contracts may be considered a contract, does it give rise to rights
and how shall the duties related thereto be performed. Last but not least, the features
of smart contracts related to bringing the specific legal language into a program code will
be analyzed.

1. Classic Contract Theory

The study of the legal nature of smart contracts requires an analysis of the contract theory
and the manner in which contractual relations are created, developed and terminated.
The etymology of the word «contract» reveals its main features. The word has a Latin origin
«contractus» (noun), «contrahere» (verb) and means «to connect». A contract is often
defined as a promise or group of promises that binds the parties in a civil transaction.
This commitment is backed by state coercion, which is intended to ensure that the promise,
the commitment in the contractual relationship, will be performed. Actions in Roman
Law arose as a remedy for a wronged right. They are the procedural mechanism aimed
at removing the consequences of the non-performe contract. A procedural opportunity for
the parties, through the means of state coercion, to ensure the result that they pursued
by entering into the contract.

At the beginning of the 19th century, the theory of autonomy of the will began to gain
popularity. It is based on the understanding that contract as such is a consequence
of the coordinated will of the parties to the legal transaction. Subjects are free to enter into
contractual relations voluntarily, negotiating the parameters of the contract themselves as
a counterpoint to obligations imposed by law or obligations arising from tort, asserted
through the special sanction of the state. According to this theory, the role of the contract
is to «facilitate the freedom of the parties to create their own private law». Although
the theory of the autonomy of the will has certain deficiencies, it impacts the development
of modern contract law and is expressed in the current legal norms — the principle
of freedom of contract.

Private law relations and contract law in particular is the place where the principle of the
autonomy of the human will is most clearly manifested. Subjects, upon mutual consent, in
accordance withthe principle of the autonomy of human will, are free to determine the content
of the legal relationship they wish to enter into. Namely because the will of the parties is
conclusive, the court — when interpreting the contracts - is obliged to look for their actual
common will, and when interpreting the contract it shall be guided by it. The principle of the
autonomy of the human will should not be considered absolute, which is why a number
of legislations, including the Bulgarian one, have mitigated its application by introducing
restrictions and applying other factors to protect both the interests of the parties and
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the public interest. Thus, according to Article 9 of the Bulgarian Obligations and Contracts
Act, the parties may freely determine the content of the contract, but this content shall
not contradict the imperative legal provisions and good morals. Thus, the Supreme
Court of Cassation of the Republic of Bulgaria, in its interpretive case law, defines good
manners as moral norms to which the law has assigned legal significance, because
the legal consequence of their violation is made equal to the conflict of the contract with
the law. Good manners are not written, systematized and specified rules; they rather
exist as general principles or originate from such, and the court monitors the compliance
therewith ex officio. Therefore, either party is free to decide whether or not to enter into
a specific contractual relationship, taking into account the imperative (mandatory) legal
norms and good manners. Once an agreement is reached, the parties may decide what
will be the content of the contract to be made (scope of rights and obligations) and when
to conclude it. Parties can themselves choose whether and in what form to conclude
the contract (Yossifova, 2019). Even tacitly expressed will can bind the parties, and
the contract will be considered concluded unless the legislature has a requirement
of form. The requirement of form is a requirement ad solemnitatem. The lack of form
entails the nullity of the contract. Even if the parties have drafted a document, if it is not
in the form prescribed by law, it will not produce the legal effect sought by the parties.
Generally, the Bulgarian legislator adheres to the notion that most contracts are informal.
Only when the objective is to guarantee legal certainty, the legislator has provided that
certain contracts must be in writing or in a qualified form (notarized authentication
or notarial deed). It should be noted that according to Bulgarian law, the written form
requirement is considered complied with if an electronic document is generated
containing a verbal statement, i.e. when the legislator requires certain contracts to be
drafted in writing, it will be considered complied with if an electronic document that
contains a verbal statement has been drawn up.

2. Blockchain and the concept of the smart contract

The idea of smart contracts is not new (Sala-Climent, 2021; Ferreira, 2021, Fiorentino &
Bartolucci, 2021; Eenmaa-Dimitrieva & Schmidt-Kessen, 2019). The world of computer
science and cryptography noticed it as early as 1996, when the computer engineer Nick
Szabo presented his idea for self-executing program code. At the heart of Szabo's idea is
a computer code where the will of the parties is implemented and which code executes
itself when certain conditions occur so as to produce the outcome desired by the parties.
The terms of the contract are written directly in code lines, i.e. the contract as such
constitutes a program code. To better illustrate his idea, Szabo gives an example with
a vending machine. The purchaser of a beverage from a vending machine has many implied
consumer rights, and in practice the purchase of a beverage from a vending machine is an
informal contract that, by means of a program code, provides each consumer with a selected
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item for a specified price. Thus, the fact that a contract is represented only in a code, as
in the case of smart contracts, does not constitute a particular obstacle to the conclusion
of an informal contract, the execution of which is automated through a program code.
Although revolutionary, Szabo's idea was ahead of its time because the technologies had
not reached a level to allow for its mass application.

In 2008, Satoshi Nakamoto presented his idea for a decentralized blockchain network,
and in 2014, Vitalik Buterin published Ethereum: A Next-Generation Smart Contract and
Decentralized Application Platform, which revived the concept of self-executing program
code (Zhou et al., 2020). A smart contract is an automated program code that is not in itself
a technology for creating an artificial intelligence (Gallese, 2022). The self-execution of
the smart contract is not related to automated data processing of data so as to make the
most correct decision when certain situation arises. It involves automated execution -
when event X occurs, an action Y is performed, without an option for the smart contract
to assess, through data analysis, whether to proceed with execution or not. A smart
contractisintended to reduce costs and skip the “trust” factor in contracting. Essentially, its
objectives are speed, substantial cost reduction, avoiding intermediaries and overcoming
the lack of trust between the parties. Execution of smart contracts is direct, without any
additional action/ omission on behalf of the contracting parties being needed; it suffices
that the condition preset in the program code occurs, and the consequences will occur
immediately in the legal sphere of the parties. A major advantage, but also a disadvantage,
of blockchain technologyis thatit does not allow any data modification. The block itself,and
the block chain, is a cryptographic method of storing data in a decentralized environment.
The smart contract is stored in the decentralized, blockchain ledger, which is why no
separate device is needed for its storage, nor is it necessary for the parties thereto to keep
a record on a local or other technical means (Compagnucci et al., 2021). Transactions in
it are chronologically connected, allowing records to be traced from the last to the first
block on the chain (genesis block). Once recorded in a block of the blockchain chain,
it cannot be changed (altered) or deleted (Aleksieva et al., 2019), because each block
of the blockchain chain has integrity, and each transaction is authenticated in time — each
block of the chain contains a record of transactions and timestamp information of the
proceeding block (Krumov & Atanasov, 2019). This actually ensures the chronological
connectivity of the information in the blockchain and enables traceability back to the first
genesis block. What does this mean? Deletion or alteration (modification) in the block
would break the blockchain chain, which would affect the block verification process. Once
the contract in the form of a smart contract is concluded, the will of the parties cannot be
changed or altered, i.e. if subsequently their relationship undergoes a change, the parties
will have to enter into a new smart contract, through which they will terminate the effect
of the already existing one and rearrange their relationship. This, in turn, raises many
questions to science and practice.

https://www.lawjournal.digital




Journal of Digital Technologies and Law, 2023, 1(4) elSSN 2949-2483

3. Legal language vs. program code

From the standpoint of science and practice, one of the underlying questions is how
to transfer («translate») the specific terms from the legal language into the program code
of the smart contract. When using smart contracts, we must account for the specific legal
terms used in legal provisions and their correct implementation in the program code of the
smart contract (Rizos, 2022). This is because, as stated, an alteration or deletion of the entry
in the decentralized ledger is impossible, and the exact transfer of the will of the parties into
a program code is of utmost significant, insofar as the program code must reflect the actual
will of the parties. If the will of the parties is incorrectly transferred into the program code, the
smart contract may self-execute, but its execution would not be the result intended by the
parties. In such a situation, the only possible solution would be to materialize the actual will
of the parties in a new record, in the form of a new smart contract, because the original record
cannot be edited or deleted. The new entry is subject to whether the parties would agree
to do so. Itis possible that one of the parties has benefited from its incorrectly implemented
will in the program code, and therefore prefers to preserve the consequences as they have
occurred, although this is a result different from the one agreed between the parties. In this
hypothesis, court intervention is necessary, which, by interpreting the will of the parties,
would reveal what their actual will is, taking into account their pre-contractual relations.
However, such an error in the will of the parties is also conceivable in classic contractual
relations, which arise, develop and live their own life in the form of a conventional, written
document.

Another material feature of smart contracts is that they are subject to the general rules
of how the law regulates public relations in terms of the various types of transactions. When
choosing certain contractual relations to be set forth in a smart contract, the parties must
observe whether there is a requirement for contractual form, and whether this requirement
is for its validity or for its proof. Thus, if a real estate is to be disposed of, the transaction will
be subject to the general rules and in order for such transaction to be valid, it will have to be
performed in accordance with the requirement for form - a notarial deed (according to the
Bulgarian law). The execution of a transaction for disposition with real estate, in the form
of a smart contract, will be null and void, as long as the requirement for a form — a notarial
deed — has not been complied with. It is possible, in such a hypothesis, to think about the
conversion of the smart contract and viewing it as a preliminary contract for the purchase
and sale of real estate. Such a conversion depends on the particularities of the applicable
law and on the interpretations given in binding case law. From the point of view of Bulgarian
law, it is possible to apply conversion of the smart contract with subject-matter purchase
and sale of real property, taking into account art. 3, paragraph 2 of the Electronic Document
and Electronic Certification Services Act, setting forth that the written form of the smart
contract would be deemed complied with only if the smart contract contains, in addition
to program code, a verbal statement of the parties (Varbanova, 2020a).
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4. Smart contract as a legal contract

From current legal framework standpoint, there is noimpediment for the contractual relations
for which there is no requirement for a form (including a qualified one) to be concluded
in the form of a smart contract (Rihl, 2021). According to Regulation (EU) No 910/2014
of the European Parliament and of the Council of 23 July 2014 on electronic identification
and trust services for electronic transactions in the internal market and repealing Directive
1999/93/E0" means any content stored in electronic form, in particular text or sound, visual
or audiovisual recording. The list in the Regulation is not exhaustive. Quite logically, the
legislator has considered that booming of technologies would result in the emergence
of new technological solutions and the concept of an electronic document would have an
even wider scope (Varbanova, 2020b). The regulation expressly binds the courts and obliges
them to accept electronic documents in their court proceedings. The court cannot ignore the
existence of the electronic document, although at first sight the electronic document cannot
be perceived by the court as it would perceive the classic, written document. Analyzing
Article 3, item 35 of the Regulation, we can conclude that the smart contract should be
perceived as an electronic document, even though it exists in the form of a program code.
Thus, in the example of a real estate transaction above, this property can be tokenized, but
not for the purpose of selling, but for example only for the purpose of renting the property —
a rental relationship. Lease contract is an informal contract. From this point of view,
proving such contract would be much easier if it exists in the form of a smart contract and
a tokenized real asset. The parameters of the rental relationship will be set forth in the smart
contract — rental price, method of payment, term, etc. By combining IoT and blockchain
technology, payment under the contract can be done automatically, while in the absence
of receipt of the rental price into the owner’s electronic wallet, the access to the dwelling can
be automatically restricted by locking it using Internet of Things technological solutions.
In the Internet of Things, end devices interact with each other through the global network -
the Internet. The application of blockchain and IoT depends on the will of the parties and
how that will would be implemented in the smart contract of the tokenized real asset.

Another problem that can arise with the use of smart contracts is that the case law is
hard in responding to technological achievements. Courts often perceive as document only
the conventional document materializing the will of the parties on paper, while the smart
contract is a program code that exists as an entry in a decentralized ledger. This, however,
cannot be an obstacle to respecting the will of the parties, who, especially in informal
contractual relations, are free to choose how to conclude a contract and what technological
solutions to use in this regard.

T Regulation (EU) No 910/2014 of the European Parliament and of the Council of 23 July 2014 On electronic
identification and trust services for electronic transactions in the internal market and repealing Directive

1999/93/EC. https://clck.ru/36r5fJ
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Identification (Dimitrov et al., 2020) of the subjects — parties to the transaction, can also
be an issue when using smart contracts based on blockchain technology. So long as there
is no uniform legal framework regarding electronic identification, at this stage the solution
of issues related to the identification of parties will be determined by the applicable law and
the way in which the parties wish to benefit from the blockchain technology. Thus, when
creating an electronic wallet, some providers of the service require the wallet owner to verify
his personal data (Zahariev, 2021), including by providing a copy of an identity document in
order to establish who is the person, who owns the relevant electronic wallet. It is essential
that every single transaction from and to a given wallet is traceable and easily ascertainable.

In order to achieve the objectives of the contract, and also in view of the fact that its
performance may depend on the occurrence of some event beyond the will of the parties,
the technology allows the use of external sources — «oracles» (Bomprezzi, 2021). The oracle
is an independent source of information that resides outside the smart contract blockchain
(Basilan & Padilla, 2023). In the field of insurance law, the use of oracles would be essential
when information is needed which is relevant to the insurance contract and the insured
event occurring under it — temperature, natural disaster, etc. The application of oracles is
also conceivable when blockchain technology and the smart contract are used to secure
a claim (Gromova, 2018) - e.g., blocking a certain digital asset that can be released only
upon provision of external information from an oracle, e.g., for a payment made on a claim
secured by digital asset (Nascimento & Martins, 2022). A problem that could arise is when the
oracle provides the wrong information and the smart contract executes itself in accordance
with its embedded algorithm. In these cases, court intervention will be necessary, but court
intervention will be required whenever one of the parties’ defaults, and the smart contract
actually eliminates such a possibility. Whenever the event embedded in the program code
occurs, the smart contract executes the algorithm embedded in it, without such execution
depending on the will of the parties.

Conclusions

Based on the analysis, we can define the Smart Contract — it is a program code where
the parties have set in advance the conditions under which the contractual relationship
between them is created, amended and terminated. The performance of the contract does
not depend on an action or omission of the parties thereto, but rather on the occurrence
of a pre-set condition (certain fact relevant to the parties) upon which the contract shall
self-perform (self-executed). The will of the parties cannot be amended or replaced namely
because of the specific manner of recording the smart contract in the decentralized ledger.
Based on the analysis, we can conclude that certain types of contracts can be entered into
in the form of a smart contract. When entering into a smart contract, the parties must comply
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with the current legal framework, which may limit the performance of certain transactions
in the form of a smart contract, especially when the legislator has set a requirement for form
in entering into certain types of contracts. A serious challenge to legal science and practice
is how to implement the will of the parties in the smart contract, with a correct understanding
of legal concepts and their inclusion in the program code of the smart contract.
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AHHOTaUuA

Lienb: undposasi SKOHOMUKA U [OFOBOPHbIE OTHOLLEHWUS, 06YCNOBIIEHHbIE
CTPEMUTENbHBIM W3MEHEHWEM TEXHONOMUW, OMNpefensoT TpaHchopma-
LMo Npaea ¥ pas3BUTME 3aKOHOAATENIbCTBA B HaMpaBJ/ieHWsIX ero afjanTa-
LMK K MepcrneKTUBaM pacrnpoCTpaHEHNs U MPUMEHEHNS CMApT-KOHTPaKTOB
B rPakAaHCKOM M KOMMEPYECKOM 060pOoTe, B CBA3W C YeM HaLleNIeHHOCTb
uccrielOBaHUA Ha onpeaeneHne PULNYECKOMN CYLLIHOCTM CMapT-KOHTPaK-
TOB CTAHOBUTCS OCHOBOMOJIAratoLLMM 3TanoMm Ha NyTu K BbIpaboTKe CBOEB-
PEMEHHOTIO 1 YETKOIO UX PEryIMpoBaHusi.

MeTopbl: B OCHOBY uUccriegoBaHma nonoXeHa Metononorusa d)opmanb—
HO-HOpMaAn4YeckKoro U cpaBHWUTENIbHO-NMPABOBOIro aHasnnsa, Nno3BosiAroLLan
ConoCtaBnUTb HOPMbI AGVICTByPOMGFO 60ﬂ|'apCKOI'O 3aKoHoAaTeNnbCTBa
MW HagHauuoHalbHbIX UCTOYHUKOB MNpaBa, a TakXXe BblIABUTb XapaKTepHble
4YepTbl CMapT-KOHTPAKTOB KakK BOCTpGﬁOBaHHbIX MHCTPYMEHTOB, HeO6XO,U,VI-
MbIX AN1A COBpEMEHHOIo npaBa n 3KOHOMUKU, U CONOCTaBUTb UX C KNMaCCU-
YeCKUM NOHNMaHUEM KOHTPAKTOB, B CpPaBHEHUU C KOTOPbIM MOXXHO 6onee
TOYHO NOHATb U onNpeanennTb Npupoay CMapT-KOHTPAKTOB.

PesynbTaThl: onpeAeneHo, YTo CMapT-KOHTPAKT ABMISIETCS NPOrpaMMHbIM
KOOM, B KOTOPOM CTOPOHbI 3apaHee YyCTaHOBWUIM YC/IOBUS, MPU KOTOPbIX
[lOroBOpHble OTHOLLUEHUA MeXAYy HUMM CO3AAtoTCs, UBMEHSIHOTCS U npe-
KpallatoTcsi; AoKasaHo, YTO MUCMOJSIHEHME KOHTPaKTa 3aBUCUT He OT feit-
CTBUSI UK 6e30eNCTBUSI €ro CTOPOH, a CKOopee OT HacTynJieHus 3apaHee
yCTaHOBJIEHHOTO yc/ioBuMSA (onpefeneHHoro GakTa, UMetoLL,ero OTHoLeHne
K CTOpPOHaM), MpyY KOTOPOM KOHTPaKT AO/MKEH CAMOMUCTIONHATLCS; 060CHO-
BaHO, YTO BOJIA CTOPOH HE MOXET 6biTb M3MeHeHa WM 3aMeHeHa UMEHHO
u3-3a oco6oro croco6a 3anuMcu CMapT-KOHTPakKTa B [eLeHTpanv30BaH-
HOM peecTpe; BbISIB/IEHO, YTO OCHOBOMONarawLein octaetcs npobnema
nepegayun BOMMN C LOPUANYECKOrO A3blKa B MPOrPaMMHbIA KOA, CMapT-KOH-
TpaKTa — ec/iv BO/si CTOPOH HernpaBu/bHO NepegaHa B NporpamMMHbIi Kog,
CMapT-KOHTPaKT MOXET CaMOMUCMNOJIHUTLCS, HO €ro UCMOoSIHeHNe He byaeT
TEM pe3ysIbTaTOM, Ha KOTOPbI PacCYMTbIBAIM CTOPOHDI.
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HayuyHas HOBU3Ha: NPOBEeAEHHbIN aHaNn3 NO3BOJIUA CPABHUTb COBPEMEH-
Hoe HauuoHanbHoe (6osrapckoe) 3aKOHOAATENbCTBO W HaAHaLUMO-
HaflbHoe (eBporeickoe) MNpaBo, BbIIBUB HEYETKOCTb PEryivMpoBaHus
CMapT-KOHTPAKTOB KaK Ha HauuMOHasbHOM, TaK M Ha MeXAyHapoAHOM
YPOBHe, OMNpefenuB paj HY>XAAIOLWKUXCS B HAaYYHOW M MpaBOBOW UHTepnpe-
TauMu BOMPOCOB O MPaBOBOWM MPUPOLE CMapT-KOHTPaKTOB B KOHTEKCTE
KOHLIEMLUM CaMOMUCTOJTHSIIOLLErOCSt MPOrpaMMHOIo Koga.

MpakTuyeckas 3HaYUMOCTb: UCCNEAOBAHUE MOXET MOCNYXUTb OCHOBOM
LANs fanbHenwero pa3sBuTUa 3aKoHoAaTeNbCTBA B HarNpaBieHWsIX ero agar-
Tauuu K NepcrnekTMBaM pacnpocTpaHeHUsa U NPUMEHEHUS CMapT-KOHTpakK-
TOB B rpa)kAaHCKOM U KOMMEPYECKOM 060pOTe, a TakXKe ANA yriny6neHHoro
aHanusa nNpakTUKM NPUMEHEHUS CMapPT-KOHTPAKTOB C TOYKMN 3PEHUSI UMELO-
LMXCS HepaspeLLeHHbIX MPO6JieM TOYHOIN Nepeaayn BOSIM CTOPOH B Mpo-
rpaMMHbIii Kog (MepeBoaa KOHKPETHbIX TEPMUHOB C FOPUAMYECKOTrOo A3blKa
B MPOrpaMMHbIil KOA, CMapT-KOHTPaKTa), 3/IeKTPOHHOW maeHTUdMKaumm
CY6bEKTOB — CTOPOH TPaH3aKLUW ¥ MHOTUX LpYyruX.
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algorithmic code, Objective: The automation inherent in smart contracts makes them an
blockchain technology, attractive tool for global trade applications, especially for the automation
computer software, of transactions. The prospects foreseeable will significantly impact
digital agreement, international economic relations and the transformation of international
digital technologies, trade rules. This fact determines the study objective — to identify the
digitalization, possibilities of transforming the said rules and the political and legal
electronic form, strategies adopted by European countries to implement smart contracts
international trade, in international trade.

law, Methods: the study, devoted to the current international trade regulation
smart contract in the context of contracts digitalization and spread of smart contracts, uses

a combination of formal-legal and comparative-legal methods. They allow
researching the international trade rules, analyzing and comparing the UK
and the EU political and legal positions on the smart contracts introduction
in international trade, as well as predicting the legal consequences of using
smart contracts in international trade.

Results: the research shows that the proliferation of smart contracts has
significant implications for international trade and its regulation. Smart
contracts have numerous advantages, such as increased efficiency,
reduced costs, and wide availability. However, they may lead to legal
challenges when harmonizing traditional legal principles with the digital
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environment, in particular concerning the authentication of subjects,
enforceability under specific circumstances of a case, and jurisdictional
issues.

Scientific novelty: the current literature on the transformation of international
trade regulation in the context of digitalization processes and the spread of
smart contracts is complemented by the results of a comparative analysis
of the legal positions existing in the European legal space and developed
on the basis of problems, lessons and achievements in the smart contracts
implementation in international trade.

Practical significance: understanding the legal implications of smart
contracts is important for businesses involved in international trade.
The study provides insights into the UK and the EU legal positions from which
guidance can be provided to companies navigating the digital landscape.
Policymakers can also benefit from the findings when developing appropriate
legal acts to balance the benefits of smart contracts with the need for legal
certainty and protection in international trade.
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Introduction

Smart contracts are digital agreements that can be autonomously executed, enabling
the corresponding parties to transfer digital and physical assets or anything of value
between themselves in an open and conflict-free way (Hewa et al., 2021). American
computer scientist Nick Szabo, designer of the digital currency Bit Gold, defined «smart
contracts» as «computerized transaction protocols that execute terms of a contract»
in 1998'. Satoshi Nakamoto also has planted the idea of a smart contract in his 2008
publication, Bitcoin: A Peer-to-Peer Electronic Cash System (Nakamoto, 2008). The number
of bitcoins in circulation and the authority to create and move Bitcoins are monitored and
controlled by a distributed database that runs on smart contract software. Similar to how
vending machines have replaced human vendors, smart contracts have the potential to make
intermediaries obsolete across a variety of sectors, as explained by Nick Szabo.

Anindividual who needs to finalise a complex transaction involving a substantial amount
of money would typically seek the advice of alawyer or notary, pay said professional, and then
wait while the task was completed and the contract’'s conditions were met (Vatiero, 2023).
Before the lawyer verifies that all paperwork has been correctly performed, he will not get
accesstothefundsorthe property. Simply by placingabitcoinontheledger,it canimmediately
obtain the deed, contract, products, driver's license, or whatever else is promised by the
smart contract. Smart contracts introduce an extra software layer between consumers and
blockchain storage (Ferreira, 2021). Smart contracts execute the logic necessary to provide
a complicated service in reaction to demands from customers. This includes things like
managing states, enforcing governance, and checking identities. Smart contracts allow
users to store and access data from blockchain storage without the need to perform
searches. To instead reach the core blockchain storage structures, smart contracts provide
a computer interface (Bandara et al., 2019).

For centuries, the United Kingdom has maintained a solid system of law and is among the
countries that are currently investigating and implementing smart contracts. In November
2021, Dominic Raab MP, who holds the positions of Lord Chancellor and Secretary of State
for Justice, delivered a proposal for Smart legal contracts Advice to Government, which
is regarded as a progressive measure in the ongoing process?. European Union countries
have also taken smart measures related to smart contracts in recent years. This paper is
focusing on the implementation process of smart contracts within the UK and in EU while
analysing the impact of them oninternational trade regulations in the context of digitalisation.
The study also aims to evaluate the legal framework of the UK and the EU with respect
to smart contracts. It seeks to assess the compatibility of the legal framework with smart

1 Zapotochnyi, A. (2022, October 19). What are smart contracts?. Blockgeeks. https://clck.ru/36kyjY

2 The Law Commission. (2021). Smart legal contracts Advice to Government. https://goo.su/FohUZ
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contracts and examine the challenges and achievements encountered in promoting smart
contracts in international trade (Zhang et al., 2023).

Black letter research, also known as doctrinal research, is an approach that primarily
involves the analysis of legal sources, such as statutes, case law, and legal commentary
(Fatima, 2023). A comprehensive analysis of the existing legal framework for smart
contracts in the UK and EU had conducted utilising above research method. The study has
analysed relevant documents, such as academic literature, government reports, and industry
publications, to gain insights into the legal and regulatory framework, use cases, benefits,
challenges, and lessons learned from the UK'’s experience with smart contracts. The analysis
had focused on identifying any legal challenges facing the adoption of smart contracts
in the UK and any legal solutions that can be implemented to address these challenges.

Qualitative research which is an approach that involves exploring and understanding
the meanings, experiences, and perspectives of individuals or groups through methods
such as observations, and document analysis also had used as a methodology in this paper.

1. How smart contracts work?

There are several kinds of smart contracts such as smart legal contracts and Ricardian
contracts. Smart contracts can be used to facilitate a wide variety of business processes,
asset exchanges, and other kinds of deals, the details of which are determined by the
parties involved based on their level of cooperation and their desired outcomes (Ji et al.,
2023; Ante, 2021). An occurrence or situation, such as a shift in a financial market indicator
or a user's GPS coordinates, can initiate a smart contract either by the parties to the contract
or on their behalf (Gunay & Kaskaloglu, 2022; Wang et al., 2023a). When the requirements
of a computer software are met, the programme runs automatically without any further input
from the programmer. Communication between the participants to a smart contract can
be authenticated and transmitted securely due to encryption (Kirli et al., 2022). Ethereum
is currently the most popular tool for creating and implementing smart contracts, but other
blockchain-based cryptocurrencies like EOS, Neo, Tezos, Tron, Polkadot, and Algorand can
do the same thing (Sathiyamurthy & Kodavali, 2023; Liu et al., 2023). Each network server will
update its own record after smart contracts have been executed to reflect the operational
state of the network at that time. The document can no longer be edited after it has been
uploaded to the blockchain network and verified. The trustworthiness of international trade
contracts can be effectively addressed by employing the immutable and distributed properties
of the blockchain (Pishdad-Bozorgi & Han Yoon, 2022).

The Ethereum Virtual Machine (EVM) is accountable for the administration of smart
contracts on the Ethereum blockchain within the Ethereum platform (Liu et al., 2022; Wang
et al., 2023b). Prior to initiating any compiled smart contract on specific blockchains, it
is mandatory to make payment of a transaction fee known as the ‘gas’ fee. In regards
to operational procedures, a complex smart contract will incur a greater gas cost for its
execution. The utilisation of gas is implemented to safeguard the Ethereum Virtual Machine
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from potential overloading caused by smart contracts that are either excessively intricate
or excessively numerous (Eenmaa-Dimitrieva & Schmidt-Kessen, 2019). At its fundamental
level, gas can be conceptualised as the propulsive agent that propels the smart contracts
of Ethereum. Insufficient gas reserves would impede the network’s ability to carry out
transactions. Each transaction is associated with a gas fee, and the initiation of transactions
is contingent upon the distribution of contracts throughout the network. The execution
of Ethereum transactions requires a significant number of computational resources.
The computation required for a transaction determines the gas fee charged?.

2. Background of smart contracts in UK and EU
2.1. Approach of the UK

The UK government’s «Innovate UK» programme began selling Blockchain as a service
(BaaS) on August 3, 2016. HM Revenue and Customs is evaluating the adoption
of blockchain technology, in addition to exploring various other technical alternatives,
for the purpose of enhancing tax and customs as well as excise systems. In May 2016,
the Parliamentary Office of Science and Technology (POST) generated a concise report
on Financial Technology, with particular emphasis on four nascent domains, one of which
was Distributed Ledger Technology (DLT). In January 2018, POST released a document
titled «topics of interest», wherein distributed ledger technologies (DLTs) were identified
as an area requiring further research. A trial has been conducted by the Department for
Work and Pensions in collaboration with GovCoin to explore the potential of blockchain
technology in facilitating welfare payments (Hughes et al.,, 2018). The UK Jurisdiction
Taskforce (UKJT) reached a conclusion in 2019 that the enforceability of smart contracts
is contingent upon the specific circumstances of the case. The Law Commission had been
assigned the task of assessing the reliability of the existing legal and legislative framework
in light of the requirement to manage smart legal contracts, highlighting any uncertainties,
and/or suggesting new and/or updated laws if necessary (Ferro et al., 2023). Despite these
legislative efforts, however, there is still a dearth of studies evaluating the success of these
measures in implementing smart contracts in the UK (Blaszczyk, 2023).

2.2. Approach of the EU

On April 11, 2018, twenty-two countries across Europe joined forces to establish a new
body known as the European Blockchain Partnership. This coalition of nations includes
the Netherlands, Germany, France, Norway, and Spain, amongst others. Mariya Gabiriel,
the European Commissioner for Digital Economy and Society, stated that Blockchain

3 Frankenfield, J. (2022, September 27). Gas (Ethereum): How Gas Fees Work on the Ethereum Blockchain.

Investopedia. https://clck.ru/36kytz
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is an excellent opportunity for Europe and member states to reconsider their information
systems, to encourage confidence in users and the safety of personal data, to help develop
new business opportunities and to establish emerging fields of leadership, which will benefit
the public, public services, and business entities.

The concept of an “E-Resident” was first introduced in Estonia in 2014. People from
all over the world participated in the digital programme by becoming digital residents and
registering companies in Estonia. Confronting this situation, the blockchain movement
emerged, which promotes the decentralisation of services. Combining Estonia’s E-resident
programme with blockchain technology is a smart move. E-Estonia is an Ethereum-based
programme at the moment. Official preparations for an ICO in Estonia are still in the works.
The ESTcoin was created to add a new dimension and convenience to the E-resident scheme.
Improvements are on the horizon for the E-resident Ecosystem (Kim, 2023).

The European Parliament approved new data controls for inclusion in a bigger bill on
data privacy on March 14th, 2023. The bill is intended to handle data privacy without stifling
innovation (Perez & Zeadally, 2023). All smart contracts must now have a «kill switch,»
per a new provision in the law known as the Data Act. In the event of a security breach,
administrators of IT frequently use a «kill switch» method to immediately disable a system.
In the event of a critical flaw or breach, a kill switch in a smart contract programme can
either immediately terminate the contract or stop, patch, and re-release it?.

3. Legal background for international trade in UK and EU
3.1. International trade policy of the UK

The prosperity of both the UK’s economy and the global economy is contingent upon the
presence of unrestricted and impartial trade. Consequently, the escalation of wages leads
to an increase in the accessibility of a wider spectrum of reasonably priced commodities
and amenities, thereby resulting in augmented household earnings, especially for the
most susceptible segments of the populace. More than 50 % of the UK’'s Gross Domestic
Product is comprised of its international trade activities. The UK formally departed from the
EU on January 31, 2020, following a referendum held in June 2016. The European Union
(Withdrawal) Act 2018 was implemented by the UK to assimilate EU laws and regulations
into the domestic legal framework of the country. This was done by substituting references
to EU organizations, laws, and regulations with corresponding UK references, with the aim
of ensuring continuity inlegal coverage and processes and avoiding any potential disruptions.
Following the events of January 1, 2021, it can be observed that the legal and regulatory
frameworks of both the UK and the EU were almost similar. However, it is noteworthy that
the UK now possesses the autonomy to modify its laws and regulations without seeking

4 Shamai, S. (2023, March 29). The EU’s Smart Contract ‘Kill Switch’ Mandate Won't Kill Crypto. Coindesk.

https://clck.ru/36kywE
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consultation from the EU. The UK and EU have recently reached an agreement on the UK-EU
Trade and Cooperation Agreement (TCA), which came into effect on January 1,2021. This new
trade deal ensures that both parties can continue to access each other's markets without
incurring tariffs or quotas, while also allowing for independent regulatory frameworks for the
UK and EU (Buigut & Kapar, 2023). As per the provisions of the TCA, it is permissible for either
party to endeavour to modify the agreement by altering market access obligations in the event
of significant trade implications arising due to variations in domestic regulatory frameworks?.

The implementation of the UNCITRAL Model Law on Cross-Border Insolvency in the UK
has been carried out through the Cross-Border Insolvency Regulations 2006. The UK's early
consideration of the implementation of these measures will serve as a clear indication of its
continued dedication to mutual collaboration and adherence to global standards. Smart
contracts are legally valid under the Convention on the International Sale of Goods, as they
satisfy the offer and acceptance criteria specified in Articles 14 and 18. Nevertheless, it is
noteworthy that the UK persists as one of the few industrialised countries globally that has
yet to implement the CISG. There exist several factors contributing to this phenomenon, such
as the fact that the CISG exhibits a greater inclination towards civil law, a lack of sufficient
motivation on the part of businesses to advocate for its ratification, and the potential
for areduction in the significance of London as a centre for commercial arbitration
(Hoekstra, 2021).

3.2. International trade policy of the EU

Thetrade andinvestmentpolicy of the EUisresponsible formanagingitstrade andinvestment
relations with countries outside of the EU. It is the responsibility of the EU, not the national
administrations of individual member countries, to conduct trade with countries outside
the EU. The EU institutions are responsible for the creation of legislation pertaining to trade
affairs, as well as engaging in the negotiation and finalisation of global trade accords. The EU
adheres to the fundamental principles of the World Trade Organization. During June of 2018,
amidst increasing trade tensions on a global scale, the European Council emphasised the
importance of safeguarding and enhancing the multilateral system that operates based on
established rules. The EU has conveyed its willingness to enhance the operational efficiency
of the World Trade Organization in collaboration with other nations that share similar
views. Trade agreements are intricate in nature as they comprise of legal documents that
encompass a broad spectrum of activities, ranging from agriculture to intellectual property.
However, they exhibit a multitude of underlying principles that are commoné.

5 GOV.UK. (2018). UK trade policy: A guide to new trade legislation. https://clck.ru/ZBrtd

6 European Commission. Making Trade Policy. https://clck.ru/36kz2m
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4. How digitalisation of Contracts in UK and EU
4.1. Legal Progress of the UK

The Thirteenth Programme of Law Reform requested the Law Commission to undertake
research and analysis on the subject of smart legal contracts, as per the direction of the
Lord Chancellor. The legal statement on crypto assets and smart contracts was published
by the UK Jurisdiction Taskforce (“UKJT”) in November 2019. As per the UKJT Legal
Statement, it has been determined that smart contracts possess the potential to generate
legally binding obligations that can be enforced in accordance with their respective
terms. Subsequently, the Ministry of Justice has requested the Law Commission conduct
a comprehensive examination of the existing legal framework concerning smart legal
contracts. Therefore, the commission has carried out further analysis aimed at elucidating
any ambiguities or deficiencies in the current legislation and determining any additional
research that may be necessary at present or in the future.

In cases where contractual disagreements arise, the courts will rely on a particular
publication that provides an interpretation of the contracts in question. This publication
stipulates that the courts will assess the meaning of the programming language used
in the contract from the perspective of a rational programmer, taking into account all relevant
contextual information that was available to the parties involved at the time the contract
was formed. According to the perspective of the Law Commission, it is imperative to subject
even intelligent legal contracts that are composed entirely of code to interpretation, given
the potential for a discrepancy between the intended meaning of the code and its actual
execution. This is due to the distinction between the semantic interpretation of the code and
its practical implementation. The incorporation of code within the interpretive framework
may potentially result in interpretational challenges. According to the Law Commission,
it is recommended that the assessment utilised should be a variant of the conventional
test, wherein the interpretation of a coded term would be based on the comprehension
and awareness of an individual with expertise in the relevant field (Durovic & Willett, 2023).
According to the Commission, this aligns with the prevailing method of construing contracts.

Theimportance of certainty fromalegal standpoint cannotbe overstated. Itis noteworthy
that English law is acknowledged as having the capacity to incorporate smart contracts. This
implies that in cases where a smart contract is subject to English law, the parties involved
in the computerised global trade agreement should feel reassured. Furthermore, the report
by the Law Commission presents factors that contracting parties should take into account,
which will be especially relevant to individuals working in the realm of Decentralised Finance.

4.2. Legal Progress of the EU

Legislation pertaining to smart contracts and the internet of things was adopted by the
European Parliament on March 14th of 2023, as part of the Data Act. The legislation was
approved by a significant majority of five hundred votes in favour and twenty-three against,
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with the objective of promoting the growth of business models to foster the emergence
of novel industries and employment opportunities. The Data Act’s Article 30 comprises
stipulations concerning the fundamental prerequisites concerning smart contracts for
the purpose of data sharing (Casolari et al., 2023). Commencing in 2024, corporations must
comply with the newly established regulations in order to offer their services or merchandise
to consumers located within the EU. The Act's content was adopted by the European
Parliament and is currently slated for trialogue. Upon approval of the Act, a nationwide
implementation period of 12 months will follow.

The implementation of the Data Act necessitates the establishment of mechanisms
that can effectively cease the ongoing execution of transactions. These mechanisms may
include internal functions that facilitate the resetting of the contract or provide instructions
for its termination. It is imperative to establish a precise delineation of the circumstances
that warrant the resetting or cessation of a smart contract. Within the realm of information
technology, administrators frequently employ the kill switch mechanism as a means
of terminating a device, network, or software in response to a security threat (Philip &
Saravanaguru, 2022). Within the context of a smart contract environment, a kill switch has
the capability to either terminate the contract or initiate a cessation, repair, and subsequent
reissue of the contract in the event of a significant vulnerability or violation (Chu et al., 2023).

The Data Act represents a crucial initiative aimed at enhancing the accessibility of data
in accordance with the principles and regulations of the EU. It constitutes a fundamental
component of the European data strategy. This will significantly contribute to the objective
of digital transformation outlined in the Digital Decade initiative. The evaluation of adherence
to the fundamental prerequisites will be conducted by the smart contract vendor or provider.
Subsequently, they will be required to furnish an EU declaration of conformity and assume
accountability for conformity with the essential requirements. The definition of «responsible»
in this particular context remains ambiguous, and it is uncertain whether users of the smart
contract may face any civil liability. In the event that a supplier fails to furnish a smart contract
that adheres to regulatory standards, the repercussions will be ascertained in accordance
with the governing laws of the relevant member state.

4.3. The view of WTO

WTO has published several reports on smart contracts and related technologies, and
according to those reports, they are of the opinion that the inherent automation of smart
contracts renders them a compelling instrument for employment in the realm of global
commerce, specifically for the purpose of automating transactions. The utilisation
of smart contracts gives rise to legal concerns that necessitate careful consideration,
particularly with respect to matters of enforcement and liability that may require attention
in the event of erroneous coding of the contract (Papadouli & Papakonstantinou, 2023).
Furthermore, smart contracts are software applications that, akin to any code, may harbour
inadvertent errors. ‘The blockchain ecosystem’ is susceptible to security vulnerabilities
primarily in the layer of smart contracts as well as the user interface, which may include
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devices such as mobile phones, tablets, or computers utilised for internet access’. WCO/
WTO Study Report on Disruptive Technologies also shows how can the smart contracts
utilise in international trade and in the shipping process?.

Therefore, it is clear that the international trade organisation is on the process
of consideringto adapt smart contract ininternational trade which may be an encouragement
to the buyers and sellers to engage more in this technology to save the time and money.

Conclusion

Smart contracts are made up of lines of code that automatically carry out all or parts of an
agreement. Even smart contracts written entirely in code can be valid under the CISG because
they satisfy the Convention’s offer and acceptance conditions in Articles 14 and 18.

The UK and the EU are currently taking a progressive approach to smart contracts.
The UK is trying to adapt an existing legal framework to regulate smart contracts, and
conflicts arise pertaining to those, while the EU is trying to regulate the execution of legal
contracts with new legislation. WTO is also continuing the feasibility studies regarding
smart contracts and other related technologies. Therefore, it can be concluded that the
international trade rules will not be much affected by the digitalization of the contracts as
per the current situation. However, as smart contracts are still an emerging technology,
there can be a need for new legislation to address the novel issues that might arise in the
future.
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CMapT-KOHTPaKTbl B MEXAYHaPOAHOM
TOProBie; eBpONencKHe NPaBoBble CTpaTeru
npeofioNneHns TpyaHOCTEN

Tapuka [Juwanu Jlamannynare [JoHH

PUHBUYCKUI YHUBEPCUTET
r. JloHaoH, Benvko6putaHus

KnioueBble cnoea AHHOTauUuA

a/iIropuTMUYECKNIA KOf, Llenb: npucywana cMapT-KOHTpaKkTaM asToMaTusaLuus fenaer ux npusse-
KOMMNbIOTEPHAsA NporpamMmma, KaTeNlbHbIM WHCTPYMEHTOM A5 NPUMeHeHus B cdepe rnobasnbHOM Top-
MeXAyHapoaHasi TOprosJisi, FOBJIM, OCO6EHHO C Liefbio aBToMaTu3aLum TpaH3akLumii. MporHosmpyemas
npaso, nepcrneKkTMBa OKaXeT cepbe3Hoe BIIUAHNE Ha MeXAyHapofHble 3KOHOMU-
CMapT-KOHTPaKT, YyecKune OTHOLLEHWUA 1 TpaHCcPOpMaLMIO NpaBul MeXAyHapoLHOW TOPros-
TEXHONOrMMN 6NOKYeViH, nn, 4To hOKycmpyeT HacToslLLee uccnefoBaHne Ha BbiSBSIEHU BO3MOXHO-
umdposmnsaLus, CTel TpaHCHOPMaLIMM yKasaHHbIX NPaBu U NPUHUMaEMbIX €BPOMNeRCKUMM
LuMbpoBoe cornatieHue, CTpaHaMM MOSIMTMKO-NPaBOBbIX CTPaTErnin BHEAPEHUA CMapT-KOHTPaKTOB
LMPPOBbIE TEXHONOIUN, B M@XyHapoJHYIO TOProB/ito.

3/1eKTpOHHas popma MeTopbl: uccnenoBaHMe TEKYLLEro COCTOAHWUA PerynnpoBaHua Mexay-

HapOAHON TOProB/M B YC/IOBUSIX MPOLECCOB UubpoBM3aLum, oundpos-
KW KOHTPaKTOB W PacnpoCTpaHeHUsi CMapT-KOHTPAKTOB OCHOBbLIBAETCS
Ha COBOKYMHOCTU (OPManbHO-IOPUANYECKOrO U CPaBHUTENbHO-NPaBOBO-
ro MeToA0B, NO3BONIALMX USYUUTH MPaBUIA MEXAYHAPOAHOW TOProBK,
npoaHannManMpoBaTb B CPaBHEHUM MOMWUTMKO-NPaBOBble MO3uLMK Benu-
Ko6puTaHuM 1 EBponeiickoro cotosa no BOMpPOCY BHEAPEHWUS CMapT-KOH-
TPaKTOB B MeXAYHapOAHYO TOProB/ito, a Tak)Xe CNpPOrHo3npoBaTh Hopu-
AMYecKue NocnefCcTBUA UCMONb30BaHNUsA CMapT-KOHTPAKTOB B yKa3aHHOW
o6nacTtu (MPOrHocTUYeCKUit MeTog).

Pe3yanaTb|: nccenengoBaHUE NoKasblBaeT, YTO pacnpocTpaHeHne CMapT-KOH-
TPaKTOB MMEET CyLeCTBEHHbIE NnocneacTBUA And ME)K)J,yHaDOAHOVI TOproe-
M n ee perynmpoBaHus. O6nap,a$| MHOro4YncneHHbIMn npenmyliecteamu,
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TaKMMU Kak MoBbllleHHast 3PPeKTUBHOCTb, CHUXEHME 3aTpaT U LWKUpoKas
ZOCTYMHOCTb, OHW MPU COMTaCOBaHUM TPAAULIMOHHbBIX MPaBOBbIX MPUHLU-
noB ¢ UMGpPOBOW Cpepoit MOryT MPUBECTU K HOPUAMYECKUM Mpobremam,
B YaCTHOCTW, KacalolMMCS ayTeHTUGHUKALMN CYGHEKTOB, BO3MOXHOCTU
MPUHYANTENIbHOMO WCMOJIHEHUA OT KOHKPETHbIX O6CTOSATENIbCTB [Jena,
BOMPOCOB HOPUCANKLIUM.

HayyHasi HOBM3Ha: UMeloLLasics nnTepaTypa no BonpocaM TpaHcdopMma-
UMM peryiMpoBaHUs MeXAyHapOoLHON TOProBfiv B YCNOBMUSIX MPOLECCOB
undpoBM3auUUM M pacnpoCTPaHEHUsT CMapT-KOHTPAKTOB [OMOJIHseTCs
pesynbTaTamMu CPaBHUTESIbHOrO aHanM3a NPaBoOBbIX MO3ULMIA, UMEeoLLMX-
CA Ha eBPOMeCKOM MpPaBOBOM MPOCTPAHCTBE U BbipaboTaHHbIX HAa OCHO-
Be Npo6sieM, YPOKOB U AOCTUXKEHUI NMpU BHELPEHWU CMapT-KOHTPAKTOB
B MEXAYHApOAHYHO TOProBJto.

lMpakTuyeckass 3HAYMMOCTb. MOHMMaHWE OPUANYECKUX MOCNeACTBUN
CMapT-KOHTPaKTOB MMEET Ba)XXHOE 3HaYEHMe A1 NpeanpusTUi, y4acTBYto-
WX B MexayHapofaHow Ttoproene. WccnepoBaHue paet npepcrasrne-
HMe O MnpaBOBbIX MO3UUUAX BenukobputaHum M EBponeinckoro corosa,
Ha OCHOBE KOTOPbIX MOXHO BbipaboTaTb PeKOMeHZaUUN KOMMaHUSAM,
opueHTUpytowmmMes B LndpoBom naHawadre. MpeKTUBHbIE OpraHbl Tak-
)K€ MOryT u3BJiedb Nosib3y M3 MOJTyYEeHHbIX Pe3ynbTaToB ANA pa3padboTKu
COOTBETCTBYHOLLMX MPaBOBbIX aKTOB, KOTOPble YpaBHOBELLIMBAIOT NpenMy-
LecTBa CMapT-KOHTPAKTOB C HEOOXOAUMOCTbIO NPaBOBOM ONpeaesieHHo-
CTU U 3aLLUTON B MEXAYHapOLHOM TOpProB.e.
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Keywords Abstract

artificial intelligence, Objective: to substantiate the need to identify new contractual constructs
balance of interests, (models) taking into account the specific relations associated with the use
blockchain, of remote method of contract conclusion through digital technologies and
digital technologies, to study the possible risks for their participants.
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law, in this area in the context of developing processes of digitalization and
smart contract technologization of civil-law relations.

Results:acriticalanalysisofthecurrentstateoflegalregulation ofremoteways
ofconcludingcontractsispresented,theirclassificationisgiven. Itisconcluded
that the digital technologies development gives rise to new remote ways
of transactions, as well as fills with new content the procedures of contract
conclusion, traditional for civil law. The expediency of singling out the concept
of a “distant transaction” as a legal category in order to create a special civil-
law regime is substantiated, and the basic concept being that of a “distant
contract”. Certain types of distant contracts are analyzed to substantiate the
need for special legal regimes in cases when the distant method of contract
conclusion is combined with the use of digital technologies. It poses such
problems as the distribution of risks of technological failures, hacker attacks,
compliance with the balance of interests of the parties taking into account
information asymmetry, and the need to protect the weaker party.
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Scientific novelty: an attempt is made to define such concepts as
a “distant contract” and a “distant transaction” and to identify their
features. The expediency is substantiated of considering a distant
contract as a separate legal construction (model) of the contract. Within
this framework, a special legal regime should be developed and fixed, which
can be extended to unilateral distant transactions. The problems of legal
regulation caused by the use of information technologies are formulated,
and legal constructions for their solution are proposed.

Practical significance: the final conclusions and proposals can be used
both in contractual practice by the participants of civil turnover and for the
normative consolidation of the concept and features of “distant contract”,
“distant transaction”. A special legal regime can be created, taking into
account the specificity generated by the use of digital technologies.
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Introduction

The development of digital technologies affects all spheres of human activity, including
the relationship of participants in civil turnover when signing and executing transactions.

Digital technologies allow participants in civil turnover to negotiate, enter into contractual
relations, exchange documents, execute and accept execution, and communicate their will
to the other party remotely. At the same time, the use of digital technologies makes remote
interaction between parties to a contract fundamentally different from the “pre-digital” era.

Currentlegislationtriestotakethe developmentofinformationtechnologiesintoaccount.
For example, the Civil Code of the Russian Federation (hereinafter — CC RF, or the Code)’
was supplemented in 2019 with norms providing for the possibility of concluding a contract
in electronic form (by exchanging electronic messages, by concluding a single electronic
document)?.

Meanwhile, the legislator does not single out remote transactions as a separate
category. A legitimate question arises as to the expediency of such separation given the
practical needs of civil turnover, as well as from the doctrinal viewpoint. Is it sufficient that
the law provides for an electronic form of transaction?

The criterion of the correctness answer to this question should be the test regarding the
balance of interests of the parties to remotely concluded transactions. Is it achieved within
the current legal regulation, given that there is no special legal regime due to the remote
nature of interaction between the parties, which excludes direct perception of the other
party’s will, familiarization with the subject of the transaction at the time of its execution,
etc.?

It should be noted that a lot of legal literature is devoted to the study of the electronic
form of the transaction. However, a number of important aspects of the parties’ remote
interaction, going beyond the form of the transaction, remain without due attention, including
the issue of observing the balance of interests of the parties.

Meanwhile, it is obvious that the effectiveness of digitalization of remote ways
of transactions should be estimated through the prism of observing the balance of interests
of the parties. Otherwise, neither the objectives of digitalization nor the objectives of legal
regulation will be achieved.

It should be noted that the conclusion of a contract by exchanging messages, letters,
as well as by signing a single document, are traditional for civil law and are regulated
in sufficient detail in the CC RF.

T Civil Code of the Russian Federation (Part 1) of 30.11.1994 No. 51-FZ (with amendments). SPS
KonsultantPlyus. https://clck.ru/36brfs

On making amendments in Part 1, 2, and Article 1124 of Part 3 of the Civil Code of the Russian Federation.
No. 34-FZ of 18.03.2019. (2019). Collection of legislation of the Russian Federation, 12,Art. 12.
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The possibility of exchanging electronic messages using digital technologies does not,
atfirstglance,changethe essence ofthe traditional approach, as only the form of the message
changes. The same can be said about the possibility of concluding a contract by signing
a single electronic document.

However, such a view is superficial. Indeed, the use of digital technologies inevitably
generates risks of technological nature, including risks of destruction or distortion
of the electronic document content, risks of violating the interests of a party due
to a probable information asymmetry, etc.

This study is devoted to the analysis of remote ways of making transactions using digital
technologies. The objective is to assess how traditional approaches to the civil law contract
conclusion andthe current civil law legislation meet the new challenges arising due to the active
use of digital technologies in the interaction between the contractual relations participants.

The paper consists of three sections. In the first section, we analyze remote ways
of concluding a contract and making unilateral transactions, as well as their peculiarities
related to the use of digital technologies. The objective is to decide whether or not it is
appropriate to single out “remote contract” and “remote transaction” as legal concepts.
The second section of the work is devoted to reviewing certain types of distant contracts
in the aspect of the balance of the parties’ interests. The third section studies the aspects
of the parties’ remote interactions, which are beyond the scope of private law regulation, but
may serve to confirm or refute the expediency of considering remote transactions as a legal
concept and establishing a special legal regime.

1. Notion and types of distant transactions
1.1. Scope of use and regulation of the remote method of contract conclusion

The remote method of concluding various transactions has become widespread in civil
turnover. Remote trade, remote banking, including settlements with the use of bank cards,
crediting and even conclusion of real estate transactions in a remote format have become
ingrained in our everyday lives.

Any transaction where the parties use remote communication means, including postal
messages, e-mail, SMS messages, Internet, etc., instead of physical presence at the stage
of negotiations and transaction conclusion, can be referred to the remote mode of transactions.

As for the legal regulation of the remote method of transactions conclusion, it should
be noted that there is no systematic approach taking into account the specificity of relations
associated with the use of this method of contract conclusion in various spheres. For example,
the remote method of retail sale of goods is quite thoroughly regulated by the legislation?.

3 Civil Code of the Russian Federation (Part 2) 14-FZ of 26.01.1996 (ed. of 24.07.2023) (with amendments
valid since 12.09.2023), Art. 497. SPS KonsultantPlyus. https://clck.ru/36briF ; On protection of consumer
rights. No. 2300-1 0f 07.02.1992 (with amendments), Art. 26.1. SPS KonsultantPlyus. https://clck.ru/36brjV ;
Decree of the Government of the Russian Federation No. 2463 of 31.12.2020. (2020). SPS KonsultantPlyus.

https://clck.ru/36brka
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Speaking about other spheres of using the remote method of contract conclusion,
it should be noted that there is no special legal regulation, with rare exceptions, which will
be considered further. This approach is due to the fact that the legislator probably sees no
need for such regulation.

In view of the above, it seems important to analyze the existing general legal norms
relating to the remote method of concluding contracts in order to assess the sufficiency
of legal regulation under the rapid development of digital technologies and their practical
implementation.

The process of digitalization requires a rethinking of many traditional views
on the contractual sphere, including the remote mode of contracting.

In our analysis, we leave out the issues of using artificial intelligence in the field
of interaction between parties to civil law contracts.

At the same time, one cannot but recognize the increasing influence of artificial
intelligence on all spheres of our life. One of such manifestations is the transfer
of communications to the virtual environment (cyberspace) (Filipova, 2023). In view
of the above, the influence of artificial intelligence on the interaction between the parties
in the remote way of concluding transactions deserves a separate study.

By virtue of clause 1 of Art. 160 of the CC RF, a transaction in writing must be made
by drawing up a document expressing its content and signed by the person(s) making
the transaction or by duly authorized persons. The written form of a transaction shall be
deemed to be complied with also in case a person makes a transaction with the help
of electronic or other technical means which allow reproducing the transaction content on
a material medium in an unaltered form. The requirement for a signature shall be deemed
to be fulfilled if any method is used that allows reliably determining the person who has
expressed the will. The law, other legal acts and the agreement of the parties may provide
for a special way of reliably determining the person who expressed the will.

Any contract concluded between absentees may be qualified as a distant transaction
in the broad sense.

The Code regulates in detail the procedure for concluding a contract between
absentees, which includes sending a proposal (offer), its consideration by the acceptor,
sending an acceptance, and its receipt by the offerer. By virtue of clause 1 of Art. 433
of the CC RF, “the contract is recognized as concluded at the moment when the person
who had sent the offer receives its acceptance”.

The legislator has established the consequences of sending an offer containing a term
for acceptance (Art. 440 of the CC RF), an offer that does not contain a term for acceptance
(Art. 441 of the CC RF), the consequences of late acceptance (Art. 443 of the CC RF) and so on.

The remote method of concluding a contract can also include the conclusion
of a contract through the acceptor’s conclusive actions. For example, by virtue of clause

4 Civil Code of the Russian Federation (Part 1) of 30.11.1994 No. 51-FZ (ed. of 24.07.2023) (with amendments

valid since 01.10.2023). SPS KonsultantPlyus. https://clck.ru/36eEQ9
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3 of Art. 438 of the CC RF, the performance by the person who received the offer, within
the period established for its acceptance, of actions to fulfill the terms of the contract
specified in it (shipment of goods, provision of services, performance of work, payment
of the appropriate amount, etc.) is considered an acceptance, unless otherwise provided
by law, other legal acts, or specified in the offer.

Digitalization, namely, the possibility of sending an offer and acceptance using
information technologies, makes it necessary to take a new look at the procedure
of concluding a contract between absentees and to single out in a separate category
contracts concluded remotely by exchanging documents not in the traditional paper form.

Moreover, the scope of the remote method of concluding a contract covers not only
exchanging offer-acceptance letters or messages, but also signing a single document
in electronic form.

In 2019, important amendments were made to the CC RF, in particular to Article 434
of the Code. By virtue of clause 2 of this article, a contract in writing may be concluded
by drawing up a single document (including an electronic one) signed by the parties, or
by exchanging letters, telegrams, electronic documents or other data in accordance with
the rules of the second paragraph of clause 1 of Art. 160 of the Code.

As is known, agreements on real estate (Articles 550, 560, 651, 658 of the CC RF),
a corporate agreement (Article 67.2 of the CC RF), an agreement on establishment of a joint
stock company (Article 98 of the CC RF), etc. are subject to conclusion by signing a single
document.

Contracts concluded by signing a single electronic document can certainly be referred
to distant contracts.

A number of contracts concluded by means of a single document require notarization.
In particular, notarial certification is required for a rent contract (Article 584 of the CC RF),
as well as a transaction aimed at alienation of a share in the authorized capital of a limited
liability company (clause 11 of Article 21 of the Law on Limited Liability Companies)®.

Participants of civil turnover may notarize transactions in cases provided for by the
agreement of the parties, even if this form is not required by law for transactions of this type
(clause 2 of Article 163 of the CC RF).

As part of the digitalization process in our country, in 2019 the notary officials were
empowered to perform notary acts remotely. One of the novelties was the rules of certifying
a transaction by two or more notaries without their personal presence®.

This refers to the situation when the parties to the transaction are located in different
regions and make the transaction without leaving their location. In this case, notarization
of the transactionis carried out by notaries of different regions. The parties to the transaction

5 On limited liability companies. No. 14-FZ of 08.02.1998 (ed. of 13.06.2023). SPS KonsultantPlyus. https:/
clck.ru/36brni

On amendments to the Fundamentals of legislation of the Russian Federation on notary and to certain
legislative acts of the Russian Federation. No. 480-FZ of 27.12.2019. (2019). Collection of legislation

of the Russian Federation, 52 (Part 1), Art. 7798.
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prepare a draft agreement with the help of notaries, and then sign the text on paper and in
electronic form. Such contracts may also be referred to remote transactions.

An important category of distant transactions are smart contracts. Smart contracts
can be used in various spheres and at different stages of contractual relations. Smart
contracts allow consumers to choose a supplier and enter into a contractual relationship
with them. When deployed on a blockchain, smart contracts can automatically enter into
and enforce agreements (Kirli et al., 2022).

Notably, there is no legal definition of a smart contract. Different points of view
regarding their legal nature have been expressed in the literature. The legal community is
trying to find answers to the question whether it is possible to apply traditional contractual
constructs to a smart contract and to what extent (Savelyev, 2016; Belov, 2021; Efimova,
2019; Churilov, 2020; Shelepina, 2021; Tsepov, & lvanov, 2022; Chelysheva, 2022,
Hsain et al., 2021).

Meanwhile, despite the controversy regarding the concept of smart contract, as was
rightly noted in the literature, smart contracts are actually used in everyday life, e.g., when
calling for a taxi, renting a car, etc. (Utkin, 2022).

According to some authors, “a smart contract is a computer program (or computer
code) that can only be concluded using blockchain technology and allows automatically
concluding, executing and terminating various contracts upon the occurrence
of predetermined legal facts” (Efimova & Sizemova, 2019).

ThedraftFederalLaw “Ondigitalfinancialassets” givesthefollowingdefinition: “A smart
contract is an agreement in electronic form, the fulfillment of rights and obligations under
which is carried out through the automatic execution of digital transactions in a distributed
ledger of digital transactions in a sequence strictly defined by such an agreement and
upon the occurrence of circumstances defined by it"’.

This definition was excluded from the text of the law and while discussing the bill, the
Committee on Economic Policy, Industry, Innovative Development and Entrepreneurship
expressed a negative opinion on this issue. The Committee pointed out that “a smart
contract is essentially a computer algorithm that allows participants of the distributed
ledge to exchange assets; it is a technology and cannot be recognized as a type of civil law
contract”. The Committee’s Conclusion stated that the only and sufficient rule for “smart
contracts” is stipulated by Article 309 of the CC RF: “the fact of a transaction execution
by a computer program is not disputed (except for cases of interference with the program).
After the users are identified in the system, their behavior is subject to the algorithm
of the computer program organizing the network, and the person “buying” a virtual item
(digital right) will receive this item automatically”®.

On digital financial assets: draft Federal Law No. 419059-7 (edition submitted to the Russian State Duma,
text as of 20.03.2018). SPS KonsultantPlyus. https://clck.ru/36bron

Conclusion of the Committee on economic policy, industry, innovative development and entrepreneurship
of 03.04.2018 No. 3.8/522 “On the draft Federal Law No. 419059-7 “On digital financial assets”. SPS

KonsultantPlyus. https://clck.ru/36brpn
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Researchers rightly point out that one of the most pressing problems of smart contracts
isthatthey are based on procedural programming languages. A codein a procedural language
usually must specify how to solve a problem by explicitly providing clear instructions that
govern its behavior (Ferro et al., 2023).

The issues related to smart contracts require a separate study due to the voluminous
nature of the material, the ambiguity of some starting positions both in understanding smart
contracts and in understanding the reliability of the results obtained when using smart
contracts, especially given that they are subject to attacks (Aquilina et al., 2021).

In this paper, smart contracts will be touched upon only to the extent necessary
for analyzing distant transactions as a legal category in general.

Speaking of the legal regulation of remote transactions, it should be noted that their
separate relevant aspect is how to ensure the confidentiality of information, including
personal information.

This issue becomes especially relevant in transactions with a foreign element, when
there is an export of personal information. It is no coincidence that on February 24, 2023,
the Cyberspace Administration of China (CAC) issued “Measures on standard contracts
for exporting personal information” (Kennedy, 2023).

We believe that the issues of personal data export within remote transactions with
a foreign element require a separate study in order to legislatively stipulate mechanisms
to control the transfer of such data outside Russia.

Continuing the theme of legal regulation of digital technologies used in remote
interaction between the transaction parties, it is necessary to point out another aspect that
goes not only beyond the scope of civil law regulation, but also, perhaps, beyond the scope of
legal regulation in general. It is about the differences in the legal consciousness of lawyers
who are engaged in lawmaking and law enforcement activities, and subjects who carry
out technical development of the use of digital environment in various spheres of human
life, including remote interaction. An interesting study in this area has been conducted by
foreign authors, who have identified fundamentally different views on security in lawyers
and robotics specialists (Rompaey et al., 2022).

This issue is beyond the scope of our paper. However, we cannot but note this problem
as one of the possible reasons for the difficulties of introducing technical achievements
in jurisprudence.

Summarizing the above, we can state that the remote way of concluding a contract, i. e.
without simultaneous personal presence of the parties and expression of will in the place
of conclusion of the contract, is not new for the legislation. Legal regulation of the procedure
for concluding a contract between absentees has always been rather detailed. At the same
time, the development of digital technologies gives rise to new remote ways of concluding
contracts and fills the previously established procedures of interaction between the parties
with new content.

https://www.lawjournal.digital
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1.2. On the notion of distant transaction. Types of distant contracts
and other transactions

The current legislation does not consider remote transactions as a separate category, nor
establish a special legal regime for their participants, only regulating the electronic form
of a transaction.

As it was stated above, the remote method of contract conclusion is not new for our
legislation. The exchange of written messages is a classic way of concluding a contract.

At the same time, one should admit that the remote method of interaction between
the parties to the transaction gives rise to certain specificity in the relationship. Actually, this
method excludes a party’s direct familiarization with its subject matter at the stage of will
expression and limits the possibility of the party identification, as well as direct perception
of the will of the other party.

Together with this specificity, the use of digital technologies significantly affects
interaction between the parties, inevitably generating risks caused by the use of these
technologies.

This allows questioning the expediency of considering a distant transaction as a legal
category, as well as the need to create a special legal regime, taking into account the balance
of interests of the transaction parties. After all, remote interaction using digital technologies
gives rise to issues related to information asymmetry, the need to recognize a transaction
participant as a weak party and provide them with adequate means of protection, distribute
technological risks, etc.

Earlier, we have considered the issues related to the legal regulation of remote methods
of civil law contracts conclusion, among which we can distinguish:

1) contracts concluded with a distant method of retail selling of goods;

2) contracts concluded by means of exchange of written messages in the classical
form;

3) contracts concluded through the exchange of electronic messages;

4) contracts concluded by means of conclusory actions;

5) contracts concluded remotely by signing a single document in an electronic form;

6) contracts concluded remotely in a notary form (by certification by two or more
notaries);

7) smart contracts.

A question arises whether all these contracts can be considered remote. To answer this
question, it is necessary to define the concept of a distant contract.

If a distant contract is understood as any contract that is concluded without the parties’
personal presence at the moment of will expression at the place of the contract conclusion,
then almost all of the above contracts can be considered distant contracts.

We believe that such an understanding of a distant contract would be unnecessarily broad,
as it would not meet the objectives of creating a special legal regime for this type of contract.

https://www.lawjournal.digital
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In our opinion, a special legal regime is required where the remote method of concluding
a contractis combined with the use of digital technologies. It is the use of digital technologies
that poses such problems as distributing the risks of technological failures, hacker attacks,
observing the balance of interests of the parties, protecting the weaker party, which should
be solved within the framework of a special legal regime.

If we reduce the remote interaction between the parties during the contract conclusion
and execution only to the specifics of the contract form (the fact that the contractis concluded
in electronic form), then all the above aspects will remain beyond the scope of attention.

At the same time, one cannot deny the importance of the issues related to the contract
conclusion in electronic form. Here, it is very important to master certain skills to work with
Internet services, to increase the legal literacy of civil circulation participants; lawyers must
study more deeply the peculiarities of the electronic form of contract and understand their
peculiarities compared to a classical contract (Tarchila & Nagy, 2015).

The expediency of considering a distant contract as an independent legal category
is that it allows shifting the focus from the contract form to the specifics of establishing
the contract content, the scope of rights and obligations arising, the distribution of risks
stemming from the remote nature of interaction between the parties.

From these positions, the following types of distant contracts should be considered:

1) contracts concluded on the Internet;

2) contracts concluded through the exchange of electronic messages;

3) contracts concluded remotely by signing a single document in an electronic form;

4) contracts concluded remotely in a notary form (by certification by two or more
notaries);

5) smart contracts.

Allthe above types of contracts are similar in that the parties interact remotely at the pre-
contractual stage, at the stage of contract conclusion and, as a rule, at the stage of contract
execution. The expression of will is mediated, and the will is perceived by the other party
through information technologies.

In this case, one of the parties to the contract may be the right holder of the information
resource through which the will is expressed. Moreover, this party forms the rules of remote
interaction, thus having an informational advantage in the contractual process.

All this requires that the other party be provided with certain guarantees, which are
possible within the framework of a special legal regime. Within the framework of this legal
regime, at least the following issues should be resolved:

— the criteria for establishing the status of the contract parties, recognizing one of them
as a weak party;

- the conditions of liability of the parties, including the application of the “strict” liability
principle (regardless of fault), and the limits of its application;

- the party bearing the risks of technological failures and hacker attacks;

- the distribution of the burden of proof between the parties.

1067
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We believe the legislator should consider a distant contract to be a separate contractual
structure, along with other contractual structures stipulated in Part 1 of the CC RF (option
contract, subscription contract, etc.). As a justification, it can be pointed out that such
a contract has no less specificity, and the emerging relations require the establishment
of a special legal regime.

In the subsequent part of this paper we will consider the issues of observing the parties’
balance of interests in relation to certain types of distant agreements listed above. This
will serve as an additional argument in support of the expediency of singling out a distant
agreement as a separate contractual construction.

The next issue that should be touched upon is unilateral transactions, namely, whether the
concept of aremote unilateral transaction may exist along with the concept of a distant contract.

When answering this question, itis necessary to proceed from the essence of a unilateral
transaction and the consequences of its conclusion.

By virtue of clause 2 of Article 154 of the CC RF, a unilateral transaction is a transaction,
for the execution of which the expression of the will of one party is necessary and sufficient,
in accordance with the law, other legal acts or the agreement of the parties.

Taking into account the content of Article 160 of the CC RF, a unilateral transaction can
be made in an electronic form.

By virtue of Article 155 of the CC RF, a unilateral transaction creates obligations for
the person who made the transaction. It may create obligations for other persons only
in cases established by law or by agreement with these persons.

It is the unilateral nature of will expression, the absence of consequences in the form
of creating obligations for other persons that raises doubts about the possibility of remote
unilateral transactions.

At the same time, it should be noted that unilateral transactions in a number of cases
can be recognized as remote ones.

For example, the literature shows the prospects of remote participation of a notary
in the certification of wills (Yatsenko, 2019; Mikhailova, 2020). In this case, a will is a remote
transaction.

One more important aspect should be taken into account. Among unilateral transactions,
transactions requiring perception and transactions not requiring perception are distinguished
(Akuzhinov, 2020). Regarding transactions requiring perception, A. V. Egorov points out:
“The essence of distinguishing this category is that this type of unilateral transactions
becomes effective not from the moment of the will expression, but from the moment the will
expression is received by the addressee” (Egorov, 2015).

One should note that most unilateral transactions are transactions requiring perception.
They include, in particular, unilateral refusal from the contract (fulfillment of the contract).
By virtue of Article 450.1 of the CC RF, the right to unilateral refusal from the contract
(fulfillment of the contract) may be exercised by the authorized party by notifying the other
party of the refusal from the contract (fulfillment of the contract). The contract is terminated

1068
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from the moment of receipt of this notice, unless otherwise provided by this Code, other
laws, other legal acts, or the contract.

There are no obstacles for declaring a unilateral withdrawal from the contract in an
electronic form (of course, if there are grounds for withdrawal from the contract out of court).

In this case we have, at first glance, a contradictory situation. On the one hand,
the right to withdraw from the contract does not depend on the counterparty, their behavior
and attitude to this being irrelevant in terms of legal consequences for the person refusing
the contract. From this viewpoint, unilateral repudiation of the contract must not be
considered as a remote transaction.

On the other hand, the contract repudiation must not only be stated but also perceived
by the counterparty. This means that, although the behavior of the counterparty is irrelevant
to the person repudiating the contract, nevertheless the performance of a unilateral
transaction involves interaction with the counterparty.

If such interaction is carried out using information technologies, there is every
reason for establishing a special legal regime discussed earlier. The above indicates
that unilateral transactions requiring perception may be referred to remote transactions,
if the communication of will to the counterparty is carried out using digital technologies.

This said, we believe that the basic concept should be the concept of a distant contract.
A special legal regime should be developed and enshrined within the structure of a distant
contract, which can be extended to unilateral transactions.

2. Providing the balance of interests of the parties in certain distant
transactions

2.1. Contracts concluded via Internet sites

Transacting on the Internet has become so widespread that it makes it necessary to consider
the way in which transactions are conducted from the viewpoint of balancing the parties’
interests.

First of all, it should be noted that when the conclusion of certain agreements is available
exclusively through participation in Internet services, this means that it is impossible to carry
out various forms of activity without Internet access (Lim & Pan, 2021). This should be
considered as a factor that violates the rights of potential consumers.

This aspect goes beyond the scope of private law regulation and deserves a separate
study. However, it cannot be ignored when it comes to balancing the interests of civil
turnover participants. Below we will consider the peculiarities of the order of concluding
contracts via Internet sites in the aspect of civil law regulation. Any contract is an agreement
of the parties, the content of which is a set of conditions that the parties have agreed upon.

Therefore, it is important to familiarize the user with the contract terms (the offer
published on the website). After all, mindlessly clicking “I agree” button threatens with
unpredictable consequences.
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The main options for expressing the user’s consent to the agreement terms published
on the website depend on the way the agreement terms are published:

1. The text of the agreement is placed directly on the website page.

2. The offer is not placed directly on the site page; familiarization is possible by clicking
on a hyperlink.

3. The site has a record of the user’s implied consent to the terms and conditions in the
case of continuing the use of the site.

In the latter case, doubts arise as to whether the contract can be considered concluded,
which should be resolved taking into account the specific circumstances (Grin, 2019).

The order of concluding a contract via Internet sites violates the balance of interests
of the parties. Due to the information inequality, a user is a weak party and should be
endowed with appropriate means of protection, including the right, provided for in clause
2 of Article 428 of the CC RF, to demand amendment or termination of the contract with
retrospective effect.

Summarizing the brief consideration of the contracts conclusion via Internet sites, we
should state that such contracts meet the conditions sufficient to qualify them as adhesion
contracts by virtue of Article 428 of the CC RF.

A way to maintain the parties’ balance of interests would be to enshrine the rule
on extending the adhesion contract regime to transactions made via Internet sites. At that,
the website owner could be given the opportunity to exclude the effect of Article 428
of the CC RF if the website provides a technical opportunity for the consumer to participate
in the development and adjustment of the agreement terms published on the website.

At the same time, one may agree that “the protection mechanisms provided for in clause
3 of Article 428 of the CC RF cannot be fully realized. It is a question of the absence of certain
criteria in the legislation, allowing in practice to ‘decipher’ (or specify) whether legal relations
imply inequality of bargaining power and determination of the contract terms by one of the
parties only, which give the weaker party the mentioned legal guarantees” (Ovchinnikova,
2022).

We should agree that “the current regulation does not allow properly assessing the good
faith and equality of the parties to the agreement, if the terms are formed by only one party
using computer technology” (Kuzmina, & Lomakina, 2022).

Thus,theaboveallows concludingthatthe procedure forconcluding contractsvialnternet
sites violates the parties’ balance of interests. A user is a weak party due to information
asymmetry and inequality of negotiation opportunities. This requires establishing a special
legal regime to regulate the parties’ relations within the procedure for such transactions.

In addition, a separate study is required to determine the expediency of legislative
restriction of cases when the lack of availability of Internet services excludes the possibility
of concluding contracts and entails limitation of access to goods, services or is an obstacle
to the implementation of certain activities.
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2.2. Contracts concluded by drawing up a single electronic document signed
by the parties

Clause 2 of Article 434 of the CC RF provides that a contract in writing may be concluded by
drawing up a single document (including electronic) signed by the parties.

Contracts are signed by electronic signatures®. Such a contract can be fully referred
to a distant contract.

Some researchers express doubt that the possibility of using an electronic contract
in the form of a single document appeared only after the amendments to the Code were
made in 2019 (Kostikova, 2022).

This method of contract conclusion has become quite common in the real estate sphere.
Contracts of sale and purchase, equity participation in the real estate objects construction,
acts of acceptance and transfer of real estate are concluded in this form.

A detailed analysis of real estate transactions is beyond the scope of this study. However,
the author would like to express her attitude to the remote execution of documents on the
real estate transfer.

We believe the legislator's admission of such execution of deeds with real estate was
hasty and insufficiently elaborated. In this case “risks arise for both parties. A buyer may
face the fact that the real estate condition does not correspond to the way it was shown
by a seller remotely via a video link. The process of proof will be complicated for the buyer
because the videos are not recorded. Besides, the buyer, having signed the acceptance
certificate, does not actually receive possession of the real estate.

For the seller, such registration of the transaction and the acceptance certificate
may also create problems. For example, an unscrupulous buyer may claim that the deal
was concluded under the influence of deceit or delusion, because the real estate was
not inspected. The buyer can also claim that there was no actual transfer of real estate,
the signing of the act was fictitious” (Savelieva, 2022).

The above indicates the presence of unresolved issues in connection with the remote
interaction between the parties.

2.3. Contracts concluded remotely in notarized form
(certified by two or more notaries)

The necessity and efficiency of using digital technologies in notary activity is beyond doubt.
The remote notarization of transactions significantly simplifies the receipt of notary services
by civil turnover participants.

Parties to a transaction located in different regions can conclude a contract and notarize
it without leaving their location.

9 0On electronic signature. No. 63-FZ of 06.04.2011 (with amendments). SPS KonsultantPlyus. https://clck.

ru/36brtE
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The procedure for entering into such remote transactions includes the following main
stages:

1) the parties preliminary agree on the contract terms and conditions;

2) each party selects a notary at the place of its location;

3) the notary executes a transaction passport in the software, including information
on the transaction, participants, and representatives;

4) documents are added to a database;

5) the following information is recorded:

— a party signs information on the transaction participant with a simple electronic
signature;

— a notary signs information on the transaction participant with a reinforced qualified
signature;

6) notaries exchange information in the database and approve the transaction passport;
the consequence is blocking of all operations with the agreed part of the transaction passport;

7) all notaries signs the transaction passport;

8) the transaction is certified, including:

— communication in videoconference format takes place, the parties (representatives)
read the contract;

— each party signs a hard copy of the contract;

— each party signs the agreement with a simple electronic signature;

- notaries sign the agreement with a qualified electronic signature;

— the videoconference is completed and the notaries register the recording;

9) the documents are sent for state registration.

As we can see, the contract is executed and signed not only in electronic form, but also
on paper. In this regard, the literature rightly raises the question of establishing the moment
of expressing a person’s will to make a transaction (Laptev & Solovyanenko, 2022).

In the aspect under consideration, in relation to this type of distant contracts, it
is necessary to analyze to what extent the mechanism of such a transaction conclusion
is a reliable guarantee for its participants.

It should be noted that the remote nature of the transaction certification does not reduce
the level of requirements to the notary’s activity of ensuring the transaction legality. As in the
case of transaction certification in person, the notary verifies the legal status and capacity,
establishes the will and the voluntariness of will expression, explains the consequences
of the transaction, and verifies the legality of the transaction content.

At the same time, the use of information technologies, while creating convenience and
comfort for transaction parties, has the downside of creating security risks in transactions.
Such risks include the destruction or distortion of the electronic transactions content due
to hacker attacks, introduction of a virus into the software. There may be problems with
identification in remote interaction.

One should agree with E. A. Kirillova that “digitalization of the Russian notary provides
new opportunities for citizens, but digital technologies are only an auxiliary tool, which
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cannot replace a specialist like a notary who guarantees the legality of transactions”
(Kirillova, 2021).

Also, questions arise about the consequences of technological failures, including
the procedure for establishing the valid will of the parties, the procedure for claiming
and evaluating digital evidence. Many of such questions, regrettably, remain unanswered
so far.

2.4. Contracts concluded by exchange of electronic documents

When analyzing remote transactions in terms of balancing the parties’ interests, one
cannot but ignore contracts concluded by the exchange of electronic documents.

Analysis of judicial practice shows a significant number of disputes in which a court
has to evaluate messages sent by e-mail ,'9, SMS, messengers,'" etc.

It should be noted that similar issues are considered by foreign courts. As is known
from literature, the general trend is to recognize such correspondence as admissible
evidence, but this is not an unconditional provision. In each case a judge assesses
the admissibility of such evidence (Kozlova & Sergacheva, 2022).

It seems that the legislator and/or, possibly, higher courts should give relatively clear
guidelines to civil turnover participants regarding the possibility or impossibility of using
remote communication without electronic signature in typical situations.

The safest way for civil turnover participants is to build a two-stage system when
using electronic communication:

- concluding an agreement on the implementation of electronic document flow
in the traditional form (indicating the specific types of documents and addresses
for correspondence);

- actually exchanging electronic documents.

It should be noted that the conclusion of such agreements on electronic document
flow is widespread in banking practice.

In other spheres, regrettably, such electronic document flow is practically never applied.
The parties exchange scanned copies of draft contracts, protocols of disagreements,
e-mail letters of offer, letters of acceptance, acts, or other documents to fulfill contractual
obligations. At the same time, the parties execute no documents that legitimize electronic
document flow.

10 Enactment of the Presidium of the Supreme Appellation Court of the Russian Federation No. 18002/2012
of 12.11.2013 in case A47-7950/2011. SPS KonsultantPlyus. https://clck.ru/36brts

11 Ruling of the Perm Cassation Court of general jurisdiction No. 88-22889/2020 of 30.10.2020 in case No.
2-1314/2019; Ruling of the Third Cassation Court of general jurisdiction No. 88-17185/2020 of 29.10.2020.

SPS KonsultantPlyus. https://clck.ru/36brSB
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Judicial practice is not uniform in the approaches to assessing correspondence not
certified by electronic signature. Courts, as a rule, adjudicate disputes taking into account
the previous practice of the parties, their behavior on obligations fulfillment after the
correspondence, and provide assessments based on the performance of conclusive actions,
subsequent approval, etc.

Participants of civil turnover should treat correspondence carefully, and in the most
important cases conclude contracts/agreements concerning the procedure of remote
interaction by means of electronic document flow.

To ensure predictability in the court disputes resolution, it is advisable to adopt
clarifications at the level of the Supreme Court of the Russian Federation. Such
clarifications should be based on the approach distinguishing between the stages at
which correspondence was conducted and the establishment of various presumptions
for proving the legitimacy of such correspondence.

Stricter criteria for the pre-contractual stage should be established. Correspondence
without an electronic signature should not be regarded as legally significant (offer
or acceptance). The exception, of course, should be cases when the parties concluded an
agreement on electronic document flow.

This approach is justified by the fact that the sender has not yet entered into
a relationship with the counterparty, has not confirmed their identity with an e-mail address
and should not bear the risk that an unauthorized message will be sent via their mail.

In the case of subsequent stages, a presumption could be introduced that a message
sent from the e-mail address specified in the contract is recognized as an expression
of the will of the party to the contract.

The above indicates the need to develop clear guidelines to distribute the burden
of proof when resolving disputes concerning the assessment of a contract “conclusion”
in the course of remote interaction via electronic document flow.

3. Certain aspects of distant transactions beyond the scope
of private law regulation

The need to single out distant transactions into a separate category is due, among other
things, to a number of specific aspects outside the civil law regulation. Some of these
aspects will be discussed in this section without claiming to be complete.

3.1. Assignment of public functions to private subjects
(carriers of information on distant transactions)

The process of digitalization of the contractual sphere inevitably raises before the
Russian legislator the problem of assigning public functions to private entities —carriers
or keepers of information on the interaction of parties to contractual relations in the digital
environment.
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The assignment of public duties to private entities is not a new phenomenon. This can be
confirmed by several examples from the banking sector, like the implementation of control
functions by banks to combat criminal money legalization (laundering)'2 or performance
of currency control functions’3.

Public functions are economically burdensome for credit organizations, as they
require additional expenditures not directly related to making money. This contradicts
with their civil-legal status as commercial organizations, the objective of which is to make
profit. Meanwhile, the legislator has assigned these functions to credit organizations,
and, obviously, the obligations to perform them should be considered as an integral part
of their legal status.

Apparently, the issue will have to be solved in a similar way in relation to private
entities — right holders and keepers of information on transactions in the information
environment.

Foreign literature notes the transformation of the tasks faced by Internet providers.
“Private actors do not only take part in designing rules for their sector but they are the
ones responsible for defining infringements. Private actors do not simply assist public
enforcement by implementing rules; today private actors proactively counter infringements
and design strategies and tools to do so” (Tosza, 2021).

With the rapid development of remote transactions, it will be necessary to legislatively
address the issue of assigning functions to Internet providers that go beyond their private
interest. Such functions should include the obligation to store and provide information
on transactions executed on the Internet (in the event of a dispute between the parties),
as well as the obligation to monitor certain transactions or operations in order to protect
the public interest.

3.2. Peculiarities of proof in disputes arising out of distant transactions

Theremotenature of interactionbetweenthe partiestoatransactionusingdigitaltechnologies
at the pre-contractual stage, at the stages of conclusion and execution of the contract gives
rise to the question of the specifics of dispute resolution and the proving process in such
disputes.

The current legislation does not establish any procedural peculiarities of dispute
consideration, including collection and evaluation of digital evidence or distribution
of the burden of proof.

12 0n combating criminal money legalization (laundering) and terrorism funding. No. 115-FZ of 07.08.2001
(with amendments). SPS KonsultantPlyus. https://clck.ru/36brw7

13 0On currency regulation and currency control. No. 173-FZ (with amendments) of 10.12.2003. SPS

KonsultantPlyus. https://clck.ru/36brwh
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In foreign literature we found a rather detailed study on the collection, storage, access
to digital evidence related to the investigation of traffic accidents. The paper attempts
to comprehensively investigate a range of issues related to proving transportation accidents,
including methods of obtaining and transferring evidence in the digital environment, data
access, role and responsibilities of various stakeholders (Philip & Saravanaguru, 2022).

The described structure of building an accident investigation using digital evidence
is of interest not to forensics only.

As for evidence and proof in civil disputes arising from remote transactions, we should
note that the evidence verifiability and the parties’ trust in evidence sources considered
in the above work are of paramount importance.

It seems that the procedures for recognizing certain evidence as admissible in disputes
over distant transactions should be regulated at the level of law. In this case, the parties
should have an opportunity to agree upon the method of certain facts confirmation within
the limits established by law. The legislator should set these limits taking into account the
balance of interests of the parties to a distant transaction, as well as the probable information
asymmetry.

Another important aspect of consideration of disputes arising from distant transactions
refers to the court’s application of a particular standard of proof and peculiarities
of distribution of the burden of proof.

The current procedural legislation does not contain a definition of the standard of proof.
In the legal literature there are different viewpoints regarding the expediency of legislative
stipulation of this legal construct (Tokareva, 2023).

Meanwhile, the analysis of judicial practice shows that in resolving disputes courts
develop approaches to using certain standards of proof in relation to various categories
of disputes (“balance of probabilities”, “clear and convincing evidence”, “clear and convincing
evidence”)4 .

It seems that for disputes on remote transactions, in terms of proving the facts based
on interaction using digital technologies, a special standard of proof should be developed,
taking into account the legal status of the parties to the transaction.

This issue requires special research. In terms of setting a problem for discussion, it can
be proposed that the obligation to provide digital evidence should be imposed on the party
that keeps information or is the closest to the one who keeps it. The same party should
have the burden of proving the document immutability in case the other party alleges that
it was distorted. The party that is the keeper of evidence in the digital environment should
be subject to the “clear and convincing evidence” standard for the circumstances it refers to.
For the other party, the “balance of probabilities” standard is sufficient.

14 Ruling of the Judicial Division on economic disputes of the Supreme Court of the Russian Federation

No. 308-ES17-6757(2, 3) of 06.08.2018 in case No. A22-941/2006. SPS KonsultantPlyus. ccbinky; Ruling
of the Judicial Division on economic disputes of the Supreme Court of the Russian Federation No. 305-
ES16-18600(5-8) of 30.09.2019 in case No. A40-51687/2012. SPS KonsultantPlyus. https://clck.ru/36brxP
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3.3. Utilization of the potential of artificial intelligence, smart contracts in remote
interaction of participants of contractual relations

Certain business spheres carry risks and inconveniences for key participants that could
be solved by utilizing the opportunities inherent in digital technologies but not fully used in
practice.

As an example, let us take construction of various commercially beneficial facilities
(apartment buildings, hotels, business centers, etc.) The key participants in a construction
project may include a developer, a builder, a designer, a technical customer, a general
contractor, investors, insurers, a credit organization, etc.

At the moment, the relations between the construction project participants are built
within bilateral contractual obligations, approximately as follows:

— developer — designer;

— developer - investor(s);

— developer — general contractor;

— general contractor— contractor;

— general contractor— supplier;

— developer — technical customer;

— developer — credit organization;

— developer — insurance organization.

It is important for project participants to obtain objective and verified data:

— at the initial stage — regarding the state of the real estate market, supply and demand
for similar objects, market trends, as well as the cost of construction and prospects for its
change;

- at subsequent stages — regarding market changes in the parameters initially included
in the business model, as well as the degree of the object readiness in relation to the
established schedule.

The current practice shows that the collection, verification and analysis of information
are carried out by different entities, which negatively affects the investment climate.

For example, at the very initial stage the developer should assess the prospects of the
territory development, decide on the concept of the future construction, conduct economic
analysis, including forecasting the return on investment, select the appropriate land plot,
and ensure the development of project documentation.

At the stage of obtaining bank funding, all parameters included in the business model
are checked and evaluated by the credit organization, which takes additional steps to obtain
objective data from independent sources and uses its own methods to assess the risks of
the project. Investors, when deciding to invest in a project, are also interested in obtaining
objective information and correctly assessing the project potential.

Later, at the construction stage, all participants are directly interested in having
reliable information about the project progress and the impact of the changes affecting the

parameters laid out in the business model.
1077

https://www.lawjournal.digital




Journal of Digital Technologies and Law, 2023, 1(4) elSSN 2949-2483

When collecting and analyzing information, none of the subjects can be sure of its
objectivity, the correctness of its assessment, and the adequacy of therisk taken. This creates
uncertainty among investors about the project payback; hence a prolonged consideration
of the credit application by the credit organization and the establishment of credit terms
based on conservative approaches aimed at hedging risks, including the risk of unreliable
information.

These circumstances lead to the fact that entrepreneurs in the construction sector
eventually reject interesting ideas, as it is difficult to prove the prospects of payback and
income to investors and the lending bank.

A similar situation occurs in other areas where the business process is based on
industrial and financial integration with a large number of entities. As it is noted, a supply
chain financing has recently emerged — a financial activity derived from the production chain
of the real economy. The application of smart contracts in the supply chain is proposed.
This will solve the problem of access to credit resources for small and medium-sized
enterprises (Zhang et al., 2021). The supply chain and all its logical relationships must be
fully mapped to the blockchain network to ensure that each one is transparent, authentic
and verifiable (Dietrich et al., 2020).

Of interest is the research conducted by Will Serrano, who presents the Validation
and Verification (V & V) model, an Al-based data marketplace that consists of three
levels of verification, each having value for certain project participants. Silver verification,
for example, has value for insurers in particular. It involves analyzing data to find deviations
from a range or a value-added rule. The third level — Gold verification: data prediction based
on multiple Artificial Intelligence (Al) algorithms and Machine Learning (ML) models -
is relevant to the city in general or to asset managers and city developers (Serrano, 2022).

The above allows concluding that the implementation of an informational interactive
model with data verification via blockchain and smart contract will solve the problem of trust
between participants in business processes with a high degree of production integration.
It will also provide an opportunity for effective management and commercialization
of a project or investments.

Inouropinion,thelegalmechanismforimplementingsuchaninformationaland economic
model of a project or a supply chain should imply, as an initial stage, the enshrinement
of rules in public law providing for:

— developing requirements to Al for solving the above tasks;

— carrying out an expert examination of the correctness of the tasks to be performed
by the Al and the recognition of the results of their solution. The expertise should be
conducted with the participation of specialized state bodies (in the field of construction and
supervisory bodies in the field of banking, etc.).

Relations between private law subjects can be built using the model of remote
transactions. The area of such transactions will be the use of data contained in the project’s
information model without the right to make adjustments, delete data, etc.
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A more detailed analysis of the proposed option of using remote transactions is not
possible at the moment due to the lack of well-developed basic approaches even at the level
of draft regulations or doctrinal provisions in this area of public law.

Conclusions

1. The development of digital technologies gives rise to new remote ways of conducting
transactions, as well as provides new content to the traditional civil law procedures for
contract concluding via the exchange of messages.

2. The current legislation does not single out a “remote contract” as a legal construction
(model) of a civil law contract.

Meanwhile, the use of digital technologies in the remote method of interaction between
the contractual relations participants generates a significant number of problems that could
be solved within a special contractual construction of “remote contract” under a special
legal regime.

3. The author distinguishes the following features of a “remote contract”:

- the contract is concluded without personal presence of the parties at the moment of
will expression at the place of the contract conclusion;

- digital technologies are used in remote interaction.

Under a special legal regime of “remote contract” the following issues should be solved,
as a minimum:

— the criteria for establishing the status of the parties to the contract, while recognizing
one of them as a weak party;

— the conditions of liability of the parties, including the application of the “strict” liability
principle (regardless of the presence of guilt) and the limits of its application;

— who bears the risks of technological failures or hacker attacks;

— the distribution of the burden of proof between the parties.

4. Along with a “distant contract”, “distant transactions” should be distinguished as
a legal category.

This said, the basic concept should be that of a “distant contract”, the rules of which can
be extended to unilateral distant transactions.

5. A unilateral transaction may be qualified as a distant transaction if the following
features are present:

— a unilateral transaction is a transaction requiring perception;

— communication of the will expression to the counterparty is carried out using digital
technologies.

6. The need to single out distant transactions as a separate category is due, among other
things, to a number of specific aspects that fall beyond civil law regulation. These include:

— assignment of public functions to private subjects (carriers of information on distant
transactions);

— peculiarities of proof in disputes arising from remote transactions;

— using the potential of Al and smart contracts in the remote interaction of participants

of contractual relations.
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AHHOTaUMUA

Lienb: o60CcHOBaHNE HEO6XOANMOCTM BblfeNIeHUS] HOBbIX AOrFOBOPHbIX KOH-
CTPYKUMit (Mopeneit) c y4eToM cneunduky OTHOLLEHWIA, CBSA3aHHbIX C UC-
Mofib30BaHWMEM [MCTaHLMOHHOMO Crnocoba 3aK/ioYeHnst AoroBopa nocpes:-
CTBOM LM POBbIX TEXHOSIOTUiA U BOZMOXHbIMU pUCKaMM AJ1s1 UX y4aCTHUKOB.

MeTopbi: Hapagy co creLnanbHO-PUANYECKUMIU METOAAMMW OCHOBOMONa-
ralolmM B NpoLecce UccrefoBaHNa cTan MeTof KPUTUYECKOro aHanusa,
YTO MO3BOMUMIO OLEHWUTb U MHTEPMPETUPOBATb OCHOBHbIE WCTOYHMKM
1 HOPMbI FPaXXAaHCKOro npaBa MPUMEHUTENIbHO K COBEPLUEHUIO AUCTaH-
LIMOHHbIX CAENIOK, NPoaHann3npoBaTb COBPEMEHHOE COCTOSIHUE 3aKOHOAa-
TeflbCTBa B 3TOM 06/1aCTU B KOHTEKCTE pasBUBAIOLLMXCS MPOLLECCOB Lnd-
pPOBM3aLMM U TEXHOIOTM3aLUN MPaXKaaHCKO-NPaBOBbIX OTHOLLEHMWIA.

PesynbTaTbl: NpeAcTaBfieH KPUTUYECKUA aHasIM3 TEKYLLEro COCTOSHMS
NnpaBoOBOW perfaMeHTaLMn AUCTaHLMOHHbIX CNOCOB0B 3aKJIHOYEHNUs [10ro-
BOpPOB, AlaHa uX Knaccudukauus. CaenaH BbiIBOg, 0 TOM, YTO pasBuUTHE LUund-
POBbIX TEXHOJIOMU MOPOXAAeT HOBble AUCTAHLUMWOHHbIe CrNocobbl coBep-
LLUEHMA CAENOK, a TaKXXe HanoJsIHAEeT HOBbIM coaepXXaHueM TpagauLMOHHbIe
N5 rpakaaHcKoro npaea npoleaypbl 3akitoyeHus gorosopa. O6ocHoBaHa
Lienecoo6pasHOCTb BbleNleHNA MOHATUA «AUCTaHLUMOHHAsA chenka» B Ka-
YyecTBe NPaBOBOW KaTEropuu B LiENSAX CO3AaHUsA creumnanbHoro rpaxaaH-
CKO-MPaBOBOro PeXnMa, Npu 3TOM 6a30BbIM MNOHATUEM LOMKHO ABNATLCH
MOHATUE «AWUCTAHUMOHHbIA poroBop». lNpoaHanusnpoBaHbl OTAENbHblE
BUAbl AMCTAHLMOHHbIX OFOBOPOB AJ/151 060CHOBaHNUS NAEN O HEOHXOAUMO-
CTM crneuunanbHbIX MPaBOBbIX PEXWMOB B C/lydasix, KOraa AMCTAHLMOHHbIN
crnoco6 3aK/lYeHUs AoroBopa cCo4YeTaeTcs C UCMoNb3oBaHNEM LU POBbIX
TEXHOMOMMI, NPUMEHEHNE KOTOPbIX CTaBUT TaKue NpobrieMbl, Kak pacnpe-
leneHne pUCKOB TEXHOOMMYECKUX CO0EB, XaKepCKUX aTtak, cobntogeHune
6anaHca MHTepecoB CTOPOH C y4eTOM UH(OPMALIMOHHOW aCUMMETPUU, He-
06X0ANUMOCTb 3aLUUTbl CNaboi CTOPOHDI.
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HayuyHaa HOBM3Ha: NpeAnpuHATA NOMbITKa AaTb onpejeNieHne Takux no-
HATUI, KaK «AUCTaHLIMOHHBIA [JOroBOP», «AUCTAHLMOHHAsA CAefika», Bbl-
JenuTb ux npuaHaku. O6ocHOBaHa Lenecoo6pasHOCTb PacCMOTPEHUs
AVCTaHUMOHHOMO A0rOBOpa B KaYeCTBE CaMOCTOATENbHOW NPaBOBOWA KOH-
CTpyKUMK (MOLENM) [OrOBOPA, B paMKax KOTOPOM JO/MKeH 6biTb pa3pa6o-
TaH W 3aKpensieH creunasnbHblii MPaBOBOWM PEXMM, KOTOPbI MOXET 6bITb
pacnpocTpaHeH Ha OAHOCTOPOHHWE AWUCTaHLMOHHbIe caenku. Chopmynu-
poBaHbl NPO6/IEMbI NPABOBOIO PErynMpoBaHusi, 06yCnoBeHHble UCMOb-
30BaHNeM MHGOPMALIMOHHBIX TEXHOMOIMIM, @ TakXXe NPeaJsioXeHbl NpaBo-
Bble KOHCTPYKLWM A/151 UX PELLEHNUS.

npaKTVI‘-IeCKaH 3HAa4YUMOCTb: cAeNnaHHble BbiBOAbI U NpeanoXXeHna MoryTt
6bITb UICNOJIb30BaHbI KakK B [J,OFOBOpHOVI NpaKTUKe y4aCTHUKaMu rpa>kaaH-
CKOro o6op0Ta, TaK U Ana HOpMaTUBHOIO 3akKpernsieHnAa NoOHATUA U NpU3Ha-
KOB «AUCTaHUMOHHOIo Aoroesopa», «AUCTAHUMOHHOWN cAenku», cospaHns
crneunasibHOro npaBoBOro pexmnma Cc y4yeTtomMm CI'IeLl,VICbVIKVI, HOpO)K,ElaeMOVI
NCnoJjib30BaHNEM Ll,VICprBbIX TEXHONOMUM.
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Abstract

Objective: South Africa is a country with great potential for intensive
development due to the active growth and adoption of digital technologies.
The rapidly emerging digital landscape is transforming the legal framework,
which in turn influences the digital environment. This transformative
relationship determined the focus of the research, which is to identify the
legal system adaptability under dynamic changes, as well as the legal
landscape evolution under digitalization and technological progress.

Methods: the study of the changing legal landscape required an
interdisciplinary approach that combines legal analysis with ideas from
sociology, economics, etc. In doing so, the formal-legal method was used to
examine the key legal instruments shaping South Africa’s digital environment
and providing the opportunities and challenges of the interaction between
digital technologies and South African law.

Results: the paper provides insights into how the South African legal
system is addressing digital challenges; assesses the integration of digital
innovations into the legal system; highlights the transformative impact of
digital technologies on traditional legal processes, including collecting
evidence, dispute resolution and access to justice. Finally, it evaluates the
role of digital technologies in making legal processes more efficient.

Scientific novelty: the study contributes to the ongoing debate on the
complex relationship between digital technologies and South African
law. It shows how South African law is coping with digital complexities
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and substantiates new insights into the transformation of the traditional
legal paradigm as a result of digitalization, as well as its implications for
legal proceedings and access to justice. By delving into the adaptations,
challenges and innovations arising at the intersection of law, technologies
and digitalization, insights are gained into how South African law navigates
the dynamic digital landscape.

Practical significance: adapting the legal landscape to digitalization
and technological advances is critical to ensure rapid technological
progress. It also requires collaboration between government agencies,
civil society, experts in law and technology. The study provides valuable
recommendations and suggestions for policymakers, legal practitioners and
stakeholders shaping South Africa’s legal ecosystem. The author addresses
the challenges of ensuring personal data privacy, enhancing electronic
interactions, and countering cybercrime. The importance of introducing
technological achievements while maintaining robust legal safeguards
is emphasized.
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Introduction

In the modern landscape, the intricate interplay between digital technologies and the legal
framework has ushered in a new era of challenges and opportunities, nowhere more evident
than in the context of South Africa. The rapid evolution of digital technologies has been
reshaping societies, economies, and governance structures, fundamentally altering the way
people communicate, transact, and interact (Mokofe & van Eck, 2021). This transformative
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impact has prompted a compelling need to scrutinize the adaptability of legal systems
in the face of these dynamic changes.

The overarching aim of this exploration is to delve into how South African law has
responded and adapted to the rapidly advancing digital technologies while evaluating
the broader implications of this adaptation. The interconnection of these realms is
not merely coincidental; rather, it reflects a symbiotic relationship wherein the legal
framework seeks to regulate and harness the potential of digital technologies, and in turn,
digital technologies challenge the legal norms that have been traditionally established
(Adams & Adeleke, 2020).

The digital landscape encompasses a wide array of technologies, ranging from
ubiquitous smartphones and the omnipresent Internet to more specialized domains like
blockchain, artificialintelligence,and the Internet of Things (loT). Each of these technologies
brings its own set of opportunities and complexities, intertwining with various aspects
of law, from data protection and privacy to intellectual property and cybercrime (Mokofe
& van Eck, 2022; Swales, 2021). Consequently, exploring this landscape necessitates
a multidisciplinary approach that combines legal analysis with insights from technology,
sociology, economics, and beyond.

One of the primary focal points of this inquiry is the legal frameworks that have been
established to govern the digital sphere in South Africa. The enactment of laws such as
the Protection of Personal Information Act (POPIA)' and the Electronic Communications
and Transactions Act (ECTA)? exemplifies the nation’s proactive efforts to provide
legal guidelines for the digital age. These statutes seek to ensure that the proliferation
of digital technologies is not accompanied by the erosion of individual rights, data privacy,
and security.

Moreover, as the digital landscape knows no geographical boundaries, it presents
unique jurisdictional challenges. Cybercrime, often orchestrated from distant locations,
forces legal systems to confront the complexities of transnational law enforcement and
cooperation (Mtuze, 2022; Swales, 2022). This global interconnectedness highlights
the need for international collaboration, as well as the development of legal instruments
that can effectively tackle the novel challenges brought forth by technology.

Beyond its regulatory aspects, digital transformation is reshaping conventional legal
processes. The introduction of digital evidence, the utilization of Artificial Intelligence (Al)
legal research, and the rise of online dispute-resolution platforms are altering the very
fabric of litigation and dispute resolution (De Sousa et al., 2021). These shifts bring
efficiency gains but also demand a critical evaluation of their impact on traditional notions
of justice and due process.

T Copyright Amendment Act, No. 9 of 2019.

2 Electronic Communications and Transactions Act, No. 25 of 2002.
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The integration of digital technologies within the legal framework of South Africa
encapsulates a multifaceted discourse that bridges technology, law, and society
(Botha et al., 2017). This exploration seeks to traverse this evolving landscape, shedding
light on the intricate relationship between legal norms and technological advancements.
By delving into the adaptations, challenges, and innovations that emerge at this intersection,
this study aims to contribute to a comprehensive understanding of how South African law
navigates the dynamic terrain of the digital age.

1. Adaptation of South African law to rapidly advancing digital technologies

The convergence of digital technologies and the legal landscape in South Africa has
led to a complex and evolving relationship, necessitating a responsive and adaptable
legal framework. As digital technologies continue to reshape traditional norms and
modes of operation, South African law has undergone a series of significant adaptations
to address the multifaceted challenges and opportunities presented by this paradigm shift
(Naude & Papadopoulos, 2016). These dynamic adaptions are discussed below.

2. Data protection and privacy

One of the most pronounced adaptations has been in the realm of data protection and privacy.
The enactment of the Protection of Personal Information Act (POPIA)? stands as a seminal
response to the increasing digitization of personal information. POPIA establishes
a comprehensive legal framework for the collection, processing, and storage of personal
data, aiming to ensure individuals’ rights are upheld in the digital age. By imposing stringent
obligations on data controllers and processors, the law seeks to strike a balance between
technological innovation and safeguarding personal privacy.

The accelerated integration of digital technologies into everyday life has significantly
impacted data protection and privacy concerns. Foremost among South Africa’s legal
adaptations to these evolving challenges is the enactment of the POPIA. With the escalating
digitization of personal information and the proliferation of online data exchanges, POPIA
serves as a pivotal response that aims to harmonize individual rights and technological
advancements in the digital age.

POPIA’s establishment represents a comprehensive effort to create a legal framework
capable of regulating the collection, processing, and storage of personal data while preserving
individuals’ privacy (Adams & Adeleke, 2020; Bronstein, 2022). In essence, it underscores
the growing recognition of data as a valuable commodity, the safeguarding of which
requires robust legal mechanisms. The Act encapsulates an assortment of provisions
that delineate the rights of data subjects and the responsibilities of data controllers and
processors (Naude & Papadopoulos, 2016).

3 Protection of Personal Information Act, No. 4 of 2013.

https://www.lawjournal.digital




Journal of Digital Technologies and Law, 2023, 1(4) elSSN 2949-2483

By placing stringent obligations on entities handling personal data, the legislation
seeks to strike a delicate equilibrium between facilitating innovation and protecting
individuals’ privacy (Malgieri & Comandé, 2017). Through its provisions, POPIA enforces
transparency and accountability by mandating data controllers obtain explicit consent
for data processing, disclose data usage, and implement adequate security measures
to prevent breaches.

Furthermore, POPIA’s establishment signifies a response to the global trend of data
protection regulations, emphasizing South Africa’'s commitment to aligning its legal
landscape with international standards (Adams & Adeleke, 2020). The Act’s introduction
has far-reaching implications for businesses operating in the digital sphere, requiring them
to revise their data management practices and establish mechanisms for compliance.

Further, the enactment of POPIA represents a crucial adaptation of South African
law to address the burgeoning concerns surrounding data protection and privacy
in an increasingly digitized world. By providing a robust legal framework that sets the tone
for responsible data management and privacy preservation, the legislation endeavours
to harmonize technological innovation with fundamental rights.

3. Cybercrime legislation

In, recognition of the escalating threat of cybercrime, South African law has been reshaped
to encompass a range of offences and penalties related to digital crimes. The Cybercrimes
Act* represents a notable milestone, criminalizing a wide array of activities including
hacking, identity theft, and cyberbullying. This legislation underscores the recognition
of the unique challenges posed by digital offences and the necessity to provide a legal
framework that can effectively combat such crimes while protecting individuals’ digital
rights.

The surge in cyber threats has spurred a critical overhaul of South African law to tackle
the burgeoning menace of digital crimes. As digital technologies continue to advance,
South African lawmakers recognized the pressing need to adapt the legal framework
to effectively address cybercrime. This evolving landscape prompted the enactment
of the Cybercrimes Act, signifying a pivotal step toward enhancing the nation’s capability
to combat a spectrum of digital offences.

The Cybercrimes Act, a significant legislative development, serves as an instrumental
response to the multifaceted nature of cybercrime. With its comprehensive approach,
the Act marks a departure from traditional legal paradigms by specifically criminalizing
a wide spectrum of cyber offences. Activities ranging from hacking and identity theft
to cyberbullying are brought under the purview of the law, underlining the South African
legal system'’s resolve to adapt to contemporary challenges (Roos, 2020).

4 Cybercrimes Act, No. 19 of 2020.
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By encompassing a diverse array of cyber offences, the Act reflects a nuanced
understanding of the evolving digital threat landscape and the necessity for a multifaceted
legal response (Malgieri & Comandé, 2017). This legislation recognizes that cybercrime
extends beyond financial fraud to encompass activities that compromise individuals’
privacy, safety, and well-being in the digital realm. As such, the Act aligns with international
trends in cybercrime legislation, demonstrating South Africa’s commitment to fostering
cybersecurity (de Bruyn, 2014).

Theintroduction of the Cybercrimes Actunderscores a strategic shiftin legal reasoning,
acknowledging the distinctive challenges and complexities posed by digital offences.
This legislation not only seeks to penalize perpetrators but also reinforces the need to secure
individuals’ digital rights (Van Niekerk, 2018). By outlining penalties commensurate with
the severity of offences, the Act aims to deter potential wrongdoers while providing a solid
foundation for law enforcement agencies to effectively combat cybercrime.

More so, the adoption of the Cybercrimes Act exemplifies South Africa’s proactive
approach to shaping its legal framework to counter the escalating threat of digital crimes.
Throughits comprehensive scope, the Act underscores the dynamic nature of cyber threats
and the necessity for a robust legislative response. As the digital landscape evolves, the
Act lays the groundwork for safeguarding individuals’ digital rights and fostering a secure
digital environment (Van Niekerk , 2017).

4. Electronic communications transaction

The ECTA embodies South Africa’s response to the digital transformation of commercial
activities and interactions. By providing legal recognition to electronic signatures,
contracts, and communications, ECTA facilitates the growth of e-commerce and electronic
transactions while ensuring their validity and enforceability. This adaptation acknowledges
the increasing prevalence of digital interactions and endeavours to provide legal certainty
in an ever-evolving digital landscape.

In the wake of the digital revolution reshaping commercial interactions and transactions,
South African law has taken a proactive stance through the Electronic ECTA. This legislation
represents a comprehensive response to the challenges and opportunities posed
by the digital transformation of commerce, signaling the nation'’s commitment to fostering
a legally sound environment for electronic interactions.

The ECTA's enactment underscores therealization that traditional modes of commerce
have evolved with the integration of digital technologies. By extending legal recognition
to electronic signatures, contracts, and communications, the Act embraces the burgeoning
growth of e-commerce while ensuringthatelectronictransactionsremainvalid,enforceable,
and legally binding (Staunton & De Stadler, 2019). This recognition is a pivotal aspect
in addressing the unique characteristics of the digital age, where the physical presence
of individuals is not essential for commercial engagements.
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The ECTA's provisions resonate with the changing dynamics of the modern business
landscape. The Act's emphasis on legal certainty ensures that parties engaged
in electronic transactions have a clear understanding of their rights, obligations, and the
legal consequences of their actions. This legal clarity is instrumental in promoting trust
and confidence in online interactions, mitigating uncertainties that may otherwise hinder
the growth of e-commerce and digital transactions.

Furthermore, the ECTA’s adaptation reflects South Africa’s commitment to aligning its
legal framework with international norms. As globalization accelerates, the harmonization
of legal principles related to electronic transactions contributes to fostering cross-border
commerce and international trade relationships.

The introduction of the ECTA not only underscores the legal framework’s adaptability
but also its resilience in embracing the rapid evolution of digital technologies.
By addressing the intricacies of electronic interactions and transactions, the Act lays the
foundation for a robust framework that facilitates the continued growth of e-commerce
while upholding legal principles.

The Electronic Communications and Transactions Act stands as a defining response
to the digital transformation of commerce, encapsulating South Africa’s proactive approach
to adapting its legal framework. Through its recognition of electronic signatures, contracts,
and communications, the ECTA bridges the gap between traditional legal norms and the
ever-evolving digital landscape, promoting legal certainty and trust in electronic interactions.

5. Intellectual property and digital innovation

The convergence of digital technologies and intellectual property rights has necessitated
a recalibration of copyright, patent, and trademark laws. The Copyright Amendment,
for instance, addresses challenges posed by the digital reproduction and distribution
of creative works. Balancing the interests of creators, innovators, and the public, the law
seeks to stimulate digital innovation while safeguarding intellectual property rights.

The fusion of digital technologies and the realm of intellectual property (IP) has
engendered a fundamental re-evaluation of existing legal frameworks, including
copyright, patent, and trademark laws. As digital platforms become central to the creation,
dissemination, and consumption of creative works and innovative ideas, South African law
has embarked on a recalibration journey to align IP protection with the unique dynamics
of the digital age.

One of the notable instances of this recalibration is witnessed in the Copyright
Amendment. In recognizing the challenges posed by digital reproduction and distribution
of creative works, this legislation illustrates the legal system’'s acknowledgement
of the intricate interplay between digital technologies and copyright protection
(Dove & Chen, 2020). The Act addresses concerns related to the unauthorized duplication
and dissemination of digital content, establishing mechanisms to curb the infringement

of authors’ rights in the digital sphere.
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Central to the Act's approach is the aspiration to strike a delicate balance between
the competing interests of creators, innovators, and the wider public. By enhancing
the scope of fairuse provisions, the law accommodates transformative uses of copyrighted
material, fostering digital innovation and creativity. The Act, therefore, encapsulates
a nuanced understanding that the traditional copyright paradigm requires adaptation
to accommodate the rapidly evolving modes of content consumption and creation enabled
by digital technologies.

Beyond copyright, the recalibration extends to patent and trademark laws, as digital
innovation often transcends traditional boundaries. The rise of software and business
methods patents, for instance, has prompted legal considerations that challenge
conventional patent doctrines (Talkmore, 2022). Likewise, the evolving nature of digital
trademarks necessitates a re-examination of trademark registration processes and
the protection of online brands in an increasingly global digital landscape.

In essence, the recalibration of IP laws exemplifies South Africa’s proactive response
to the dynamic synergy between digital technologies and creative expression. The legal
adaptations embodied in the Copyright Amendment Act underscore the nation’s
commitment to fostering an environment conducive to digital innovation and creativity
while safeguarding the rights of content creators and innovators.

Further, the convergence of digital technologies and intellectual property rights
necessitates a comprehensive legal recalibration that navigates the intricate terrain
between creativity, innovation, and digital advancements. By addressing challenges
brought forth by digital reproduction, distribution, and transformation of creative works,
South African law strives to cultivate an ecosystem that stimulates digital innovation while
preserving the integrity of intellectual property rights.

6. Jurisdictional and enforcement challenges

As digital technologies transcend geographical borders; South African law has encountered
jurisdictional challenges in addressing transnational digital offences. Ensuring effective
enforcement against cybercriminals operating from foreign jurisdictions requires
international collaboration, extradition treaties, and a nuanced approach to digital evidence
collection and preservation.

In an increasingly interconnected world driven by digital technologies, South African
law faces a complex array of jurisdictional and enforcement challenges when dealing with
transnational digital offences. As cybercriminal activities span geographical boundaries with
ease, the limitations of traditional legal frameworks have become apparent, necessitating
an adaptive response to the evolving nature of digital crime.
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The digital landscape is characterized by a borderless nature, enabling cybercriminals
to exploit vulnerabilities from remote locations while causing considerable harm across
jurisdictions (Van Niekerk, 2018). This has raised significant jurisdictional concerns, as
South African law enforcement agencies grapple with the dilemma of prosecuting offenders
beyond their national borders.

The solution to this predicament lies in international collaboration. Ensuring
the effective enforcement of South African law against cybercriminals operating
from foreign jurisdictions hinges upon forging robust partnerships with other nations.
Extradition treaties play a pivotal role in enabling the apprehension and extradition
of cybercriminals to face justice within South Africa’s legal framework. These treaties
provide the necessary legal foundation to overcome jurisdictional barriers that hinder
the prosecution of transnational digital offences.

Central to the enforcement challenge is the preservation and collection of digital
evidence. Digital evidenceis inherently volatile and easily manipulable, requiring a meticulous
and technologically informed approach to ensure its integrity and admissibility in legal
proceedings. This entails a nuanced understanding of data preservation techniques, data
privacy laws, and international protocols to guarantee the legitimacy of evidence presented
before the courts.

Furthermore, the enforcement of South African law in the realm of transnational digital
offences necessitates a comprehensive understanding of international legal instruments
such as the Budapest Convention on Cybercrime. This convention serves as a guiding
framework for international cooperation in investigating and prosecuting cybercrimes,
emphasizing the importance of harmonizing legal approaches across nations®.

The realm of transnational digital offences presents South African law with
multifaceted jurisdictional and enforcement challenges. As digital technologies
transcend geographical boundaries, effective response demands international
collaboration, (Dove & Chen, 2020) extradition treaties, and adept evidence-collection
techniques. These adaptations in legal enforcement underscore the need to address the
borderless nature of cybercrime while navigating the intricacies of international law and
digital evidence preservation.

7. Evolving legal processes

The integration of digital technologies has also prompted adaptations in traditional legal
processes. Courts now grapple with issues related to digital evidence, electronic discovery,
and the utilization of Artificial Intelligence (Al) in legal research. The evolution of online
dispute resolution platforms aims to expedite the resolution of disputes while catering
to the changing dynamics of digital interactions.

5 Council of Europe. (2001). Convention on Cybercrime. https://clck.ru/36cr32
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The seamless integration of digital technologies into various aspects of society has
catalyzed profound changes in traditional legal processes. As the legal landscape adapts
to the digital era, South African courts find themselves at the crossroads of innovation,
grappling with multifaceted challenges and opportunities arising from the infusion
of technology into their proceedings.

One notable aspect of this transformation is the treatment of digital evidence.
The proliferation of digital interactions has necessitated a re-evaluation of evidence
collection, preservation, and presentation. Courts are now tasked with understanding the
intricacies of digital forensics and ensuring the integrity and admissibility of electronic
evidence while upholding the principles of due process (Swales, 2018). This entails
a delicate balance between embracing technology’s efficiency and safeguarding
the fairness of legal proceedings.

Electronic discovery, often referred to as e-discovery, has become a cornerstone
of contemporary litigation. The digitization of vast amounts of data demands efficient
and systematic methods for identifying, collecting, and presenting evidence. This shift
has prompted legal professionals to engage with technological tools and platforms that
facilitate the efficient management of digital evidence and streamline the discovery
process.

Furthermore, the utilization of Al in legal research introduces a transformative
dimension to legal scholarship and decision-making. Al-driven algorithms analyze vast
datasets, facilitating rapid legal research, precedent analysis, and case law review.
This augmentation of legal research with Al expedites information retrieval, enhances
the identification of relevant legal principles, and supports more informed legal arguments.

The digitization of legal processes has also given rise to the evolution of online
dispute resolution (ODR) platforms. These platforms leverage digital technologies
to provide efficient and accessible mechanisms for resolving disputes (Kahungi, 2022).
ODR platforms cater to the changing dynamics of digital interactions, enabling parties
to engage inresolution processes without the constraints of physical presence.
This alignment with the digital age aims to expedite the resolution of disputes while
accommodating the realities of contemporary communication.

The integration of digital technologies into traditional legal processes is emblematic
of the dynamic evolution of the legal landscape. Courts, legal professionals, and litigants
alike navigate the challenges and opportunities presented by digital evidence, electronic
discovery, Al-driven research, and online dispute resolution. As South African legal
processes adapt to the digital era, the potential for efficiency gains and enhanced access
to justice is coupled with the imperative to ensure due process and the preservation
of legal rights.
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Conclusion

In summation, the intricate process of adapting South African law to the rapid advancement
of digitaltechnologies emerges as an ongoing endeavour that traverses a delicate equilibrium
between promoting technological advancement and preserving the fundamental rights and
collective interests of individuals and society as a whole. This adaptive journey within the
legal landscape reflects a conscientious effort to harmonize the ever-evolving digital realm
with established legal principles, constituting a dynamic interplay that shapes the contours
of the nation’s legal framework.

The responsive nature of this evolving legal framework underscores the nation’s
commitment to ensuring that the integration of digital technologies aligns harmoniously
with its societal values and individual rights. This commitment finds manifestation through
a multifaceted approach that encompasses diverse areas of law, all of which have been
recalibrated to address the novel challenges presented by the digital age. The multifarious
components of this responsive legal architecture are epitomized by pivotal areas such as
data protection, cybercrime legislation, electronic transactions, intellectual property, and
jurisdictional considerations.

At the forefront, the comprehensive data protection initiatives underscore profound
respect for the privacy and personal autonomy of individuals in the digital era (Bester, 2023).
The implementation of stringent regulations ensures that the vast repositories of personal
data harnessed by digital technologies are handled with responsibility and that the rights
of individuals are preserved even as data-driven innovations surge ahead. Concurrently, the
enactment of cybercrime legislation reflects a proactive stance in safeguarding the digital
sphere from nefarious activities, thereby protecting both the technological ecosystem and
the citizens who inhabit it (Bester, 2023).

The legal response to electronic transactions signifies South Africa’'s commitment
to nurturing a thriving digital economy. By validating electronic signatures, contracts,
and communications, the law emboldens entrepreneurs and businesses to harness
the potential of e-commerce, thereby fostering economic growth while ensuring the
enforceability and legality of digital transactions.

Moreover, the recalibration of intellectual property laws emphasizes an understanding
of the nuanced relationship between creativity, innovation, and technological progression.
By balancing the interests of creators, innovators, and the broader public, these adaptations
foster a conducive environment for both digital innovation and the protection of intellectual
property rights, reflecting an intricate understanding of the dual imperatives of progress
and protection.

Equally significant are the jurisdictional adaptations that acknowledge the boundaryless
nature of digital operations. The legal system'’s responsiveness to cross-border cybercrimes
underscores its determination to navigate the challenges posed by global connectivity and
the necessity to uphold justice in a realm devoid of conventional geographical limitations.
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This adaptive legal approach signifies a commitment to seamlessly assimilating
the digital age into the legal landscape while preserving its relevance and effectiveness.
Nevertheless, as digital technologies continue to advance, new vistas of challenges and
opportunities are set to emerge. The adaptive journey of South African law, therefore,
remains an ongoing endeavour that demands unwavering vigilance. The legal system
is poised to address emerging complexities and transformations with the same responsive
spirit, ensuring that the rights, aspirations, and well-being of the nation’s populace are both
safeguarded and propelled forward in a digital landscape marked by continuous evolution.

In essence, the adaptation of South African law to digital technologies is not a destination
but a dynamic process, a continuous quest to calibrate the nation’s legal norms in alignment
with the ever-evolving contours of the digital age. As the frontier of technological innovation
pushes onward, the legal system’s adaptive prowess will be vital in steering the course,
orchestrating the symphony of innovation, justice, and societal well-being in harmony with
the digital symphony.
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AHHOTaUuA

Lienb: lO)xHasa Appuka AaBnsieTcs CTpaHo ¢ 60/bLWMM NOTEHLMANIOM UHTEH-
CUBHOrO pa3BUTUS 6narofaps CTPEMUTENBHOMY POCTY U BHEAPEHUIO Lng-
POBbIX TEXHONIOMUIA. AKTUBHO dopmMupytowlasca undposasi cpefa TpaHc-
hopMupyeT 3aKoHoAaTeNbHYO 6a3y, KOTopasi B CBOKO o4Yepelb OKa3blBaeT
BNIMAIHWE Ha UMPOBYIO cpeady. ITo npeobpasytoliee B3aMMOOTHOLLEHNE
06YCNOBWIO HanpaB/fIEHHOCTb UCCIef0BaHMS Ha BbisiB/IEHWE afanTUBHO-
CTW NpaBOBOM CUCTEMbI Nepes NULOM ANHAMWYHbBIX USMEHEHUN U NyTen
9BOJIOLMM NPABOBOro naHawadra B ycnoBusix LnhposmnsaLmm u TeEXHOMO-
rMYeckoro nporpecca.

MeTofbi: M3y4yeHne N3MeHAKLLEerocs NpaBoBoro naHawadTa TpebyeT Mex-
ANCLMMIMHApPHOrO MOAX0AA, COYETatoLLEro OPUANYECKUIA aHanua c naes-
MM 13 obnacTei coumoniornm, 3KOHOMUKK 1 ap. MNpu 3ToM ¢ nomoLbio hop-
MaJibHO-FOPUANYECKOro MeTofa UccreayroTcs KItoueBble NPaBoBble aKThbl,
dopmupytowme yudposyto cpepy OxHoM APpukn n onpegensiroLimne Bos-
MOXHOCTU U NPO6aeMbl B3aNMOLENCTBUSA LMPPOBbIX TEXHOMOMMI U FOXKHO-
acpurKaHCcKoro npaea.

PesynbtaThl: B paboTe faeTcs npefcTaBfieHMe O TOM, Kak MpaBoBasi
cucTema tOxkHoi Adpukm peluaeT LdpoBbie NpobieMbl; OLLEHUBAETCA UH-
Terpaums uMdpoBbIX HOBaLWIA B MPaBOBYH CUCTEMY; MOLYEPKUBAETCS Npe-
o6pasytoLiee BAUsSIHUE LUPPOBbIX TEXHONIOMUIA HA TPAAULIMOHHbIE HopUAaK-
Yyeckue rMpoLecchl, OXBaTbiBalowmne c60p AOKa3aTesbCTB, pa3peLleHne
CMOPOB 1 JOCTYN K NPaBOCYAMIO; OLLeHUBAETCS posib LU(GPOBbIX TEXHOO-
rnii B NoBbIleHUN 3 (HEKTUBHOCTH FOPUANYECKMX MPOLIECCOB.

HayuyHasa HOBM3Ha: UCCllelOBaHNe BHOCWUT BKJlaf B MPOAOIHKAIOLLYOCA
[VCKYCCUIO O CJIOXHOW B3aMMOCBSI3M MeXAy LUMGbPOBbIMU TEXHOMOrMAMM
1 3aKoHOoAaTeNIbCTBOM HOXKHOM AdpurKM; NoKa3aHo, Kak toXXHoadpukaHckoe
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npaBo crpaBnseTca ¢ LUPPOBbIMU CNOXHOCTAMMK; OGOCHOBbLIBAKOTCA
HOBble MAeun O TpaHchopMauuu TPaAWLMOHHOW NPaBOBOM Napagurmbl
B pesynbTate LUPpOBM3aLMKN, ee NMOCNeACTBUIA NS CyAOMNpPOM3BOACTBA
M gocTyna K npaBocyauto. lNpu yrny6neHun B agantauuio, npobriembl
¥ UIHHOBAL MK, BO3HMKAIOLWME Ha NepeceyeHnm npaea, TEXHONOrui 1 Lud-
pOBM3aLMK, MPOUCXOAUT MOHUMAaHMWE TOro, KaK toXKHoadpuKaHCKoe NpaBo
OpPUWEHTMPYETCS B AMHAMUYHOW LndpoBoOI cpege.

MpakTuyeckaa 3Ha4YMMOCTb: aganTauus NpaBoOBOro naHAawadra K uud-
poBM3aLUN U TEXHONTOrMYECKUM JOCTUXEHUAM UMEET peluaroLliee 3Haye-
HWe ana obecneyeHns 6bICTPOro TEXHONOrMYECKOro nporpecca u Tpebyet
COTPYAHMYECTBA MeXAY rocyfapCTBEHHbIMU oOpraHamu, rpaxgaHCcKum
06L1ecTBOM, aKcrepTamu B o6n1acTu npaBa v TexHonoruin. UccneposaHue
COLEPXUT LieHHble peKoMeHAauuu n nNpegnoXxeHus ans noanTukos, opu-
CTOB-MPaKTUKOB U 3aMHTepecoBaHHbIX CTOPOH, GOPMUPYIOLLMX NPaBOBYHO
akocuctemy OxHo-AdpukaHckor Pecny6nuku, pelarowmx npobrnemsl
obecneyeHUs KOHOUAEHLMANBHOCTU NEPCOHANBHbBIX JaHHbIX, MOBbILLIEHUS
3 HEKTUBHOCTU 3/IEKTPOHHbIX B3aUMOAENCTBUA U NPOTUBOAENCTBUSA KU-
6epnpecTynHocTy. MNogyepkuBaeTcsl BaXHOCTb BHEAPEHMUS TEXHONIOrMYe-
CKOro nporpecca npu 0ogHOBPEeMEHHOM COGIOAEHNN HaEXHbIX NPaBOBbIX
rapaHTum.
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Abstract

Objective: the traditional Nigerian judicial system has long been associated
with a conservative approach and traditional methodologies of justice
administration. As a developing country, Nigeria has benefited immensely
from the advancement of digital technology, especially in the legal field.
This is due to the fact that modern digital technologies are being rapidly
adopted in Nigeria's judicial processes for effective justice administration.
However, despite the promise of digital technology, there are legal and socio-
economic challenges in Nigeria that may affect its successful utilization
in legal proceedings. This justifies the focus of the study - to identify the
legal and socio-economic challenges of digitalization of court proceedings
in Nigeria.

Methods: the study combines doctrinal and non-doctrinal approaches.
The former ensures theoretical understanding of the conceptual issues
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For citation

and prospects of court proceedings virtualization. It also allows exploring,
based on primary and secondary sources (laws, monographs, research
articles and internet resources), the legal and socio-economic challenges
of the use of digital technologies in court proceedings. The non-doctrinal
approach consists in polling, describing and analyzing the results
of asociological survey. The survey was conducted among Nigeria
residents to reveal their attitudes towards innovations in digitalization
and virtualization of court proceedings as well as the challenges posed
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Introduction

Digital technology has become a significant tool in the legal profession that promotes
and enhances the judicial system globally through efficiency, effective and quick access
to the information for dispensation of justice (Meredith et al., 2021). In developed countries,
advancements in technology have markedly refined and expedited judicial procedures
(Machado et al., 2018). This is concerning the fact that most of these developed countries
have a well enhanced and effective use of digital technology in the administration court
proceedings. However, the traditional Nigerian judicial court system haslong been associated
with its conservative approach and conventional methodologies in the dispensation of
justice (Olubukola & Abimbola, 2022). This situation over time has proved to be unfavourable
to the judicial system in Nigeria coupled with the volume of cases before courts that needed
to be decided on and other socio-economic challenges affecting the dispensation of justice
(Olubukola & Abimbola, 2022). In this regard, it suffices to state that in light of the ever-
evolving global technology, there exists a pressing necessity to enhance the efficiency and
efficacy of Nigeria's court proceedings. Consequently, integrating virtual court proceedings
into the judicial system of Nigeria has become imperative, offering a pathway to enhanced
access to electronic case management and court sessions.

Concerning the above, to surmount the existing challenges of the Nigerian physical court
proceedings, a directive was issued by the Attorney General of the Federation, Abubakar
Malami, and the National Judicial Council, that courts should resort to digital virtual court
proceedings (Olubukola & Abimbola, 2022). Flowing from the directives given, some states
like Lagos, Abuja, and Rivers state resorted to remote court proceedings. For instance, Lagos
State signed the Lagos State Judiciary Remote Hearing of Cases Practice Direction that
came into effect on the 4™ of May, 2020 (Mohamad & Sule, 2021). The purpose of making
practice directions to accommodate digital virtual hearing is to hear cases that are not
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urgent and time-bound via video or audio-conferencing platforms, such as Zoom, Skype,
Google Meet or any of the platforms as may be approved by the court (Mohamad & Sule,
2021). Borno State was the first to use this medium where the judgment was delivered via
online sitting in criminal matters, while other states are yet to witness this new development.

Though this new development is laudable and imperative in a world where technology
is permeating all fields of endeavour (Granot et al., 2018; Goethe et al., 2021), especially
in a situation that necessitated its emergence, its constitutionality has become a subject
of contention in Nigeria (Tait & Tay, 2019). Some have argued that the extant provision
of the Constitution which demands public trials though with some exceptions is not
given full expression as stated under sections 36(1), (3), and (4) of the 1999 Constitution
of the Federal Republic of Nigeria as amended. This category of persons has concluded
that unless the Constitution is amended, the same cannot accommodate virtual court
proceedings in Nigerian courts (Thornburg, 2021). The proponents of digital virtual court
proceedings, on the other hand, have argued why the amendment of the Constitution is
not necessary to give effect to virtual proceedings in Nigeria while proving its originality
from the same Constitution (Winter et al., 2018).

It is concerning the above, that this study embarks on doctrinal and non-doctrinal
examination of the prospect of digital virtual court proceedings in Nigerian courts. The study
will also robustly discuss the legal issues surrounding digital virtual proceedings in Nigerian
courts. The study will further discuss possible challenges to the use of technology in court
sittings in Nigeria, and suggest some recommendations to salvage the identified challenges.

As for the research methodology, concerning the effective actualization of this study,
a hybrid method of study (consisting of a doctrinal and non-doctrinal research method)
was adopted. The essence of adopting the doctrinal method consists in enabling the
researcher to theorize the conceptual issues and development of virtual court proceedings.
Furthermore, it helps to examine the legal and socio-economic issues concerning digital
virtual court proceedings. Hence, the study utilizes primary and reliable secondary sources
such as laws, textbooks, articles in journals, and online articles.

Furthermore, the non-doctrinal method of research enabled the researchers to examine
the respondents residing in Nigeria on the prospect and challenges of digital virtual court
proceedings. In this regard, a questionnaire was generated through the use of Google form
and distributed to a diverse audience. The data generated were analyzed using a descriptive
and analytical method.

1. Conceptual Nature of Digital Virtual Court Proceedings in Nigeria

Various research endeavors have highlighted the confinement of Nigeria's judicial system
within the traditional confines of courthouses (Mohamad & Sule, 2021; Bandes & Feigenson,
2021).These spacesinclude lawyers’ chambers, reception areas, lounges, conference rooms,
and law libraries brimming with printed resources (Bannon & Keith, 2021). Furthermore, areas
designated foradministrative assistants and paralegal offices areintegralto the conventional
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structure. Regrettably, this conventional approach has resulted in a surge of pending
cases, protracted resolution processes, and a heightened challenge in accessing effective
judicial services (Sanson et al., 2020). Furthermore, ensuring public access to judicial
proceedings and safeguarding fundamental freedoms, as outlined in domestic legislation
and international accords, has emerged as a pivotal concern within Nigeria’s judicial milieu.
In this regard, it suffices to state that though the Nigeria physical court proceedings have
their merits, they are also fraught with challenges and these challenges are as follows:

1. Nigeria's vast geographical landscape poses challenges for individuals to physically
access courtrooms, especially in rural and remote areas. This limits access to justice and
disproportionately affects marginalized populations.

2. The Nigerian judicial system is burdened with a high volume of cases, leading
to congestion in courts and significant delays in the administration of justice.

3. Attending physical court proceedings can be financially burdensome for many
individuals, involving expenses related to transportation, accommodation, and time away
from work.

4. Also, in some cases, the physical presence of parties involved in litigation can lead
to security risks, intimidation, or coercion.

However, in developed countries, advancements in technology have markedly refined
and expedited judicial procedures (Rossner, 2021). Conversely, given the challenges often
encountered in physical court proceedings in Nigeria, the progress of legal service-related
technology is gradually developing. Consequently, integrating virtual proceedings into the
Nigerian judicial system has become imperative, offering a pathway to enhanced access
to electronic case management and court sessions.

Concerning the above, the term “digital virtual court proceedings” as operated in Nigeria
refers to court proceedings conducted online, wherein judges, legal representatives, court
staff, witnesses, security personnel, and other involved parties attend the proceedings via
digital platforms or communication tools like Zoom, Google meeting, Skype, and similar
computer/internet devices (Nir & Musial, 2022). In this context, “digital virtual technology”
denotes an artificial or computer-generated reality as opposed to a physical, absolute
presence. Furthermore, “Zoom, Skype, and Google meeting” refers to a digital virtual or video
conferencing session. Participants can join these meetings using webcams or phones
(Derksen et al., 2020). A “Zoom, Skype, and Google meeting room” is the physical setup that
enables individuals to initiate Zoom meetings, facilitating telecommuting and interaction
(Legg & Song, 2021). Similarly, they are also a unified communications platform that
integrates various business communication channels, such as online meetings, instant
messaging, video conferencing, and more (Hwang et al., 2021).

In this regard, it suffices to state that digital virtual legal proceedings in Nigerian courts
involve the utilization of digital platforms to conduct legal activities like hearings and trials
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(Elek etal.,2012). This approach aims to improve accessibility, efficiency, and convenience by
leveraging technology, allowing participants to engage in legal processes remotely (Bandes &
Feigenson,2020). Thisincludes presenting evidence and making legal arguments without the
need to be physically present in a physical courtroom (Bild et al., 2021). The implementation
of virtual proceedings necessitates careful consideration of technological infrastructure
and security measures, and ensuring that the legal processes remain fair and transparent
(Bandes & Feigenson, 2020).

Furthermore, virtual court hearings can take two forms: hybrid or fully virtual
(Fauville et al., 2021). In the hybrid approach, some parties are physically present in
a specific location, while others participate online (Feigenson, 2010). This could involve
scenarios where the judge, clerk, and witnesses are physically present in an open court,
while other participants join virtually (Bunjavec, 2020). Alternatively, the judge, clerk, and
lawyers might be present in open court, with witnesses joining remotely (Bailenson, 2021).
On the other hand, the fully virtual method involves all parties participating from separate
locations, including the judge, lawyers, witnesses, and clerks (Hans, 2022).

Concerning the above, it is apt to reiterate that the adoption of digital virtual court
proceedings possesses several prospects which could enhance the practice of the Nigerian
legal profession. In this regard, lawyers and those requesting justice must adapt to changing
circumstances by adopting digital technology to enhance the administration of justice in Nigeria.

2. The Prospect of Digital Virtual Court Proceedings in Nigeria

The importance and prospects of virtual court proceedings in Nigeria can overcome
the myriad of challenges of regular and physical convention court proceedings (Mohamad
& Sule, 2021). The commencement of virtual court proceedings in Nigeria prompted
extensive debates, with proponents and opponents expressing their viewpoints (Olubukola
& Abimbola, 2022). These discussions underscored the advantages of implementing virtual
court proceedings in Nigeria, while also addressing the challenges that must be resolved
for the effective operation of such proceedings (Olubukola & Abimbola, 2022). Supporters
of virtual court proceedings in Nigeria emphasized the convenience and prospect it tends
to provide to the administration of justice in Nigeria's legal profession (Mohamad & Sule,
20217). Some of the prospects of digital virtual court proceedings as highlighted by these
legal scholars are as follows:

— it is convenient;

— it saves unnecessary time wastage of traveling to physically attend court proceedings;

— it emphasizes the principles of fair hearing as stipulated in Nigeria's Constitution;

— it is cheaper and cost-effective;

— it rids of the challenge of distance which could serve as a barrier;

— it enables accurate records and storage of court proceedings;

— it reduces the workload of the judge and lawyers in taking record.
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Flowing from the above it is with confidence in the face of shortcomings that may come
with virtual proceedings to say that, it is a tool we embrace into the Nigerian court system
fully, as this will enhance effective delivery and transparency in our judiciary and therefore
restore the hope of the masses in our court system.

3. Legal Framework Concerning Virtual Proceedings in Nigeria Court

Concerning the legal framework of digital virtual proceedings in Nigeria Court,
the statement Honourable Justice Kashim Zannah, Chief Judge of Borno State in his paper
entitled “Advancements in Technology: Signpost or Requiem to Legal Practice” is very apt.
According to him, the future of our legal market cannot be immune from the technology
that will inevitably permeate the socio-economic fabrics of our society. His Lordship
further argued that in the same way as dinosaurs went into extinction, paperwork in legal
practice will follow suit.

Given this, the mixed reactions, and argument for and against the practice of virtual
proceedings in Nigeria Court can be put to rest by a thorough examination of the provisions
of the Nigerian law. This is concerning the fact that the most surfacing question since the
inception of the adoption of digital virtual court proceedings, is hinge on the legality within
the Nigerian legal ecosystem. This question stemmed from the belief of all time that you
cannot put something on anything and expect it to stand. So some legal pundits do not
welcome digital virtual court proceedings of any form, on the ground that Nigerian law does
not support digital virtual proceedings thus any practice of this sort is unconstitutional
and illegal. Those in this category, further opined that for the virtual hearing to be legal
in the Nigerian court, the Nigerian Constitution must be amended to accommodate it.
While to others it is a welcome development and it is to them constitutional and legal.
They maintained that the Constitution need not be amended.

Concerning the above, it suffices to state that the legality of digital virtual court
proceedings in Nigeria is recognized and provided for in the Nigerian constitutional, statutory
and judicial authorities. It serves as the legal framework for digital virtual court proceedings
and is therefore examined as follows.

3.1. The Nigeria Constitution Recognition of Digital Virtual Court Proceedings

The 1999 Constitution of the Federal Republic of Nigeria (As Amended) is Nigerian's number
one law. It is the Supreme law of the land to which every other law traces its validity. This
concerns the fact that section 1(3) of the Nigeria Constitution stipulates that any law that is
inconsistent with the provisions of the Constitution will be declared null and void to the extent
of such inconsistency. In this regard, the relevant section as it concerns digital virtual court
proceedings is as provided for in Section 36(3) and (4). These provisions of the Constitution
set a template as they relate to the validity of digital virtual court proceedings in Nigeria.
Section 36(3) of the Nigerian Constitution provides that the proceedings of a court or any
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tribunal shall be held in public. Furthermore, Section 36(4)(a) provides that a person charged
before the court or tribunal shall be heard in public.

Concerningtheabove,itsufficestostatethatthecombinedreadingoftheaboveprovisions
of the Nigerian Constitution reveals that the major requirement for any proceedings to be valid
or term court proceedings under the Nigerian Constitution is that such proceedings are held
“in public”. The emphasis is on the word “public”. Furthermore, from the wordings of Sections
36(3) and (4), the contents of the subsections are a deliberate adventure that shows that it
is mandatory for a court proceeding to be held in public. Once those requirements are met
then such proceedings are qualified to be termed as Court proceedings. In confirming the
legality of digital virtual court proceedings, it is very apt to state that the Nigerian Constitution
never refers to a room, building, or place (as a physical location) to mean a court. By this,
it is submitted that court is more of a service than a place accessible to the public. In this
regard, it suffices to state that digital virtual court proceedings are open to the public,
thus; court proceedings contemplated by the Nigerian Constitution. Though digital virtual
court proceedings are not expressly mentioned by the Nigerian Constitution, but implied by
the interpretation of Section 36(3) and (4) of the Nigerian Constitution. Commenting on the
word “public” as used in Section 36 of the Nigerian Constitution, the court Per Muhammad
JCA in Kosebinu & Ors v Alimi' opined that all that is required for a place to qualify as public
as used under Section 36(3) of the 1999 Constitution of the Federal Republic of Nigeria is
that the place should be accessible to the members of the public and not so accessible
only on the permission or consent of the judge. Instructive in this regard, is the case of NAB
Ltd v Barri Eng. Nig. Ltd, the Court, Per Belgore JSC posited that hearing in public entails
a situation where the public is not barred.

Concerning the above, it suffices to state that though the Constitution does not
expressly mention or provide for digital virtual court proceedings, but impliedly permits it,
since a digital virtual platform can also be considered an even better public forum for court
proceedings. Furthermore, it is a trite principle of law as judicially credited by the Nigerian
Supreme Court in the case of Anyeabosi v. R.T Briscoe Ltd? that what is not prohibited
is permitted. Also, the court held in Theophilus v FRN? that the basic principle or canon
of statutory interpretation states that what is not expressly prohibited by statute is impliedly
permitted. The court further stated that the court lacks interpretative jurisdiction or powers
to interpret a statute to mean what it does not mean nor to interpret a law to not mean
what it means. Furthermore, the Supreme Court, Per Obaseki JSC, in Attorney General
of Bendel State v Attorney General of the Federation4; remarked and warned that the words

-

(2005) LPELR 11442 (CA).

2 (1987) 3 NWLR (Pt. 59) 108; Alhaji Ibrahim Hassan & Anor v Jafar Abubakar & Ors LER (2015) SC 732/2015.
3 (2012) LPELR 9846.

4 (1981)10SC1.
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of the Constitution should not be read with stuffing narrowness. For the sake of purposive
interpretation of statutes therefore the court in FRN v Fani-Kayode® followed suit and
restated the need for the court to adopt a proactive approach to the interpretation of law
as well as the need for the court to avoid accepting disabilities not so imposed by law.

Thus, it is submitted in the light of the above authorities that the Nigerian Constitution
does not prohibit digital virtual court proceedingsinany of its provisions, andratherit impliedly
permitted the use of digital technology in court proceedings. Furthermore, the Constitution
in Section 36(3) (4) did not refer to any physical room or building so the word “court” is not
restricted to a physical setting or building. In this regard, the meaning of the phrase “public
hearing” as used in Section 36(3) and (4) of the Constitution is simply that it is accessible to
the members of the public. Digital virtual court proceedings meet this requirement because
it is accessible to the public; on this basis, it is arguable that digital virtual court proceedings
in the Nigerian Court are legal and constitutional.

Furthermore, the legal framework on virtual proceedings in Nigeria Court can be
stretched beyond the provisions of Section 36(3) and (4) of the Constitution and the judicial
authorities. This is concerning the fact that by Sections 236, 248, 254, 259, 264, 269, 274,
279, and 284 of the Nigerian the Constitution of Nigeria, heads and Presidents of various
courts are empowered to make rules known as the rules of Court for the practice and
procedures to be observed in their respective courts as it seems best to them to achieve
justice. In this regard, the provisions of Section 274 of the Constitution stipulate that the
Chief Judge for each of the 36 Nigerian States is to make rules to regulate the practice and
procedures of the High Court in their respective states. It was in keeping with this power
and in exercising the same that some states in Nigeria have made rules that allow for digital
virtual proceedings in their state.

Concerning this, there has been an arisenissue as to whether or not the practice direction
madebythe Chief Judges of these statesondigital virtual courtproceedingsin theirrespective
statesisinconsistent with the provisions of Section 36(3) and (4) of the Nigerian Constitution,
given the provisions of Section 274 of the Constitution among others that empower the
Chief Judges of states to make rules for the regulations of practice and procedures in the
State High Courts. The position of the law is that the Constitution is supreme and by Section
1(3) of the Nigeria Constitution any law that is found to be inconsistent with the provisions
of the Constitution, the Constitution should prevail and such law should adjudge void to the
extent to which it is inconsistent. In keeping with this, the court in Buhari v INEC® held that
any practice direction that is found to be inconsistent with the provisions of Section 36(3)
and 4 of the 1999 Constitution of the Federal Republic of Nigeria (As Amended) shall be null
and void. But then, is the practice direction that makes for the practice of virtual proceedings
in Nigeria Court inconsistent with the provisions of Section 36(3) and (4) of the Constitution

5 (2010) 14 NWLR (Pt.1214)481 at 503.
6 (2008) 3NWLR 465.
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to make it qualify to suffer the fate of the consequence provided for under Section 1(3) of the
Constitution and the authority in Buhari v INEC (Supra) thereby making it unconstitutional?
In answering this question, the decision of the Supreme Court in the recent unreported case
of Lagos State v Ekiti State Government” is instructive. In this case, the court had to determine
whether having regard to the constitutional requirement that court proceedings, save for some
exceptions, must be held in public and whether court hearings by the use of technology, by
remote hearings of any kind, whether Zoom or WhatsApp, Microsoft Themes, Skype or any
other audio-visual or video-conference platform are constitutional. The Supreme Court in
resolving this issue described the matter as premature and speculative, dismissed the case
and stated that by the current position of law in Nigeria digital virtual court proceedings are
constitutional. This locus classicus case endorses digital virtual court proceedings in Nigerian
Courts. This effort by the court was applauded by some legal luminaries including the former
vice president of Nigeria, Prof. Yemi Osibanjo, SAN in a speech delivered at a webinar on
Media Coverage of Virtual Court Proceedings in Nigeria. The learned Silk who described this
decision as a welcoming development submitted in his speech that it has been years since
the idea of computerization of court proceedings was considered, hence the endorsement
of virtual court proceedings by a Supreme Court ruling is wise. He further stated that it has
saved our system of justice from another catastrophic round of technical decisions around
the constitutionality of digital virtual court proceedings among other issues.

Concerning the above, having established that virtual proceedings in Nigeria Court are
legal and constitutional, it should be noted that apart from the Constitution and judicial
authorities there are rules of the Court that provide for digital virtual court proceedings in
Nigeria. The rules of the Court and practices directions that are of particular interest here
are those of the National Industrial Court and the Lagos State High Courts.

3.2. The National Industrial Court of Nigeria Practice Directions
and Guidelines, 2020

The National Industrial Practice Direction and Guidelines came into operation on the 18%
of May 2020. The essence of the Practice Direction and Guidelines is aimed at ensuring
access to speedy disposal of cases and justice. Furthermore, it was also aimed at seeking
to keep with the lockdown directives that were meant to help control Coronavirus (Covid-19).
However, it suffices to state that the Practice Direction sufficiently provides the procedure
where court proceedings were done virtually through the use of electronic devices.
This covers the entire court process from filing of processes to rulings. In this regard,
Section 4(1) of the National Industrial Court of Nigeria Practice Directions and Guidelines
for Court sitting provides for the filing of court processes electronically. It states that all
documents that a party seeks to file must be scanned or converted to PDF format and sent

7 SC/CV/260/2020 (Unreported).
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to the Court’s registry through an electronic mail address or WhatsApp dedicated for that
purpose. It further instructs that the counsel must sign and seal the process they seek to file.
Subsection 2 of Section 4 of the Practice Direction, however, provides for physical means
of filing where electronic filing becomes impracticable. Section 4(4) of Practice Direction
provides that where a process is filed electronically, the parties and the counsel must drop
an email or phone by which they can be reached. Section 5 of the Practice Direction, 2020
takes care of the payment of filing fees. Section 5(1) of the PD 2020 states that payment
of filing fees should be electronically through remittal. Furthermore, Section 6 of the Practice
Direction provides for the service of court processes as well as hearing notice/ electronic
mode of service. Section 6(2), (3) and (4) provides that parties in all their process filed must
indicate the contact address with email or phone number by which the court process is to
be served on them both by the court officers and by the other party. This contact address is
also required to notify the parties about the hearing notice. By Section 6(6) of the Practice
Direction service is considered completed, delivered, and proper once the electronic device
used for that service shows notice of delivery.

It suffices to state that the most relevant provision of the National Industrial Practice
Direction and Guidelines is as provided for in Section 7(1). It stipulates that for digital virtual
court proceedings as against physical hearings throughout the Covid-19 period except for
extremely urgent and essential matters that may not be heard by the court virtually. The matter
that falls under this category however is left for the Presidents of the National Industrial Court
to list out and make them available for all judges to be guided. However, it is not all matters
required to hold on digital virtual court proceedings, this is concerning the fact that Section
7(2) stipulates that all non-contentious matters or all cases that do not require evidence to be
tendered or taken fall within the category of matters that can be heard remotely. It is also
the purport of Subsection 2 that all judgments, rulings, and directions of the court are to be
delivered virtually. Section 7(3) provides for the means or digital platform by which virtual
court proceedings can be done. It expressly and specifically mentions video conferencing and
further stipulates that any other means or digital technology platform that is approved by the
court. It is apt to state that Section 7(7) of the Practice Direction and Guideline seems to re-
emphasize the provisions of Sections 36(3) and (4) of the 1999 Nigerian Constitution. This is
concerning the fact that this Section stipulates that the court must ensure that virtual hearing
is accessible to the members of the public, except if it involves an exparte application or other
proceedings required by any extant law or the rules of the Court to be conducted in chambers.

Concerning the above, it is apt to state that the practice direction and guidelines are
by the provisions of Sections 36(3) and (4) of the Nigerian Constitution. Furthermore, it
suffices to state the National Industrial Court Practice Directions and Guidelines 2020 seem
to have provided for digital virtual court proceedings, though the practice direction and
guidelines can only be enforced within National Industrial Court in Nigeria. In this regard, all
other courts are not legally obligated to observe and implement the practice direction and
guidelines.
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3.3. Practice Direction for Remote Hearing of Cases in the Lagos Judiciary 2029

This practice direction was made and issued by the Chief Judge of Lagos State, Honourable
Justice Kazeem O. Alogba. It should be stated this practice direction is made according
to the provision of the Nigerian Constitution, the Administration of Criminal Justice Law,
Lagos State, and Lagos State Rules of Court that empowers the Chief Judge to enact
the practice direction and guidelines regulating court within the Lagos State jurisdiction.
Section 5 of the Practice Direction, it is provided that all digital virtual court proceedings
must adhere to the provisions of the Nigerian Constitution and all other applicable laws.

Sections 6-10 cover the filing of court processes, payment of filing process,
and the service of Court process. In this regard, Section 7 of the practice direction
stipulates that a document that is to be filed electronically must be scanned or converted
to PDF format and conveyed to the Court registry via an email or WhatsApp consigned
for that purpose. However, the proviso to Section 7 of the practice direction stipulates that
where electronically filing becomes impracticable it can be filed physically at the court
registry. Section 11 of the PD provides that service of court processes should be done
electronically by email, WhatsApp, or by directives of the court if there are any. In this
regard, Section 13 further stipulates that where service is considered electronically,
the time begins to count from when it was sent and not when it was received.

The most relevant provisions of the practice directions and guidelines are Sections 14—
18. These sections deal with the nature of digital virtual court proceedings, the platform
to be used, and other modalities. In this regard, Section 14 stipulates that parties and
counsel should meet and plan the virtual meeting with the registry. However, Section
16 of the practice direction and guidelines provide for the digital technology platform
where virtual court proceedings can be held. They are: through Zoom, Skype, or any other
communication method approved by the judge. Section 17 on the other hand directs
that the parties and Counsel must ensure that the facilities needed for the digital virtual
hearing are available. Furthermore, the section also stipulates that the notice of court
hearing should be made available on the website of the judge and also be stated on the
cause list. Furthermore, Section 19 of the practice direction stipulates that the court has
to direct and instructs the parties and counsel on the use of video conferencing and audio
during proceedings. Section 20 of the practice direction also made it compulsory that
counsel appearing virtually must be appropriately dressed by the dress code of the legal
profession. Concerning the recording of the digital virtual court proceeding, Section
21 empowers the court to record the court proceedings. However, Section 22 further
stipulates that a counsel of parties can only record upon obtaining the leave of court.

Concerning the above provision of the Lagos State Practice Direction and Guidelines,
it suffices to state that it substantially provides for virtual proceedings and is in conformity
with Sections 36(3) and (4) of the Nigeria Constitution. In this regard, it will be apt to state
that given the constitutional provision, statutory and judicial authority, digital virtual court
proceedings are legal, constitutional, and permissible in the Nigerian Court system.
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4. Legal and Socio-economic Challenges Concerning Digital Virtual Court
Proceedings in Nigeria

It is apt to state that the introduction of virtual proceedings in Nigeria is a very welcoming
development and is celebrated by many for its multiple benefits. However, it should be
noted that this practice faces a lot of legal and socio-economic challenges in Nigeria. These
challenges and the attendant issues are worth considering their amelioration so as to enjoy
the smooth practice of virtual proceedings in Nigeria.

4.1. The issue of the constitutionality of virtual court proceedings in Nigeria

Onemajorissuethatfollowedthe practice of virtual hearing is the question of constitutionality.
This question is concerning the fact that there is an express mention of digital virtual court
proceedings in Section 36 of the Nigeria Constitution. This is concerning the fact that Section
36(3) and (4) of the Constitution provides that the hearings by courts and tribunals must be
held in public. It is in the interpretation of this subsection that a lot of issues arose. Lawyers,
writers, professors of law, legal luminaries and probably even judges have divided opinions
on this. While some legal scholars believe that digital virtual court proceedings are in breach
of the constitutional requirement which hinges on the public hearing because the members
of the public will not readily participate in the virtual court hearing. They further argued that
given the requirements of the Constitution, the courts must ensure public access except
in those very limited instances where public safety or public health is required. According
to these scholars, digital virtual court proceedings tend to limit public participation in court
proceedings, given the fact that not everyone could afford it. In this regard, they consider the
practice direction and guidelines of most courts that permit and allow for digital virtual court
proceedings as inconsistent with the Nigerian Constitution. However, it suffices to state that,
this argument has been laid to rest by the decision of the Supreme Court in the case of Lagos
State v Ekiti State Government (Supra) where the issue of the constitutionality of the virtual
hearing was in issue. The Attorney General of Lagos and the Attorney General of Ekiti State
approached the Supreme Court with their issues. The Court ruled to the surprise of many,
yet rightly that virtual court proceedings are not unconstitutional in Nigeria and that it is by
the provision of the Nigerian Constitution.

4.2. The challenges of Evidentiary Issues

The subject of evidenceis veryimportantin any court proceedings. Evidence is the wheel upon
which judicial proceedings ride. Cases are lost and are won on the availability or otherwise
of the evidence. It is a trite law that witnesses are often called to test the evidence tendered
in court. These witnesses must passthroughthe heat of cross-examination. Whileitcannot be
said thatthisis not entirely denied in digital virtual court proceedings, its efficacy and potency
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are drastically reduced and affected. Furthermore, digital virtual court proceedings also pose
achallenge and issue to the court in evaluating the credibility of a witness. Also, video quality
and technological failures can interfere with the court’s perception of a witness'’s evidence.
Additionally, there is manifestly the need to bring the process of tendering evidence as well as
its admissibility with the practice in the traditional court system. This is concerning the fact
that Sections 86 and 90 of The Evidence Act; it stipulates that evidences are required to be
tendered in physical form. This implies that evidence in soft copy forms is not recognized or
tender through digital platforms is admissible. There is also the discovery that a document
that has been tampered with can be tendered and admitted in evidence virtually without
notice. This is because the shared screen feature may not be promising enough to expose
any alteration or mutilation to a document that has been tampered with. Given the lack
of a defined path and directive as to how evidence is to be tendered in digital virtual court
proceedings, will therefore pose legal challenges.

4.3. Enforcement of Orders

Unlike what we are used to physically, enforcing court orders, such as serving documents
or ensuring compliance with judgments, could become more challenging when it comes
to digital virtual court proceedings. This challenge is perpetuated by the generality of issues
that bedevil the digital technology environment.

4.4. Digital Literacy and Technophobia

Digital virtual court proceedings depend largely on the robust use of digital technology.
Computer and digital literacy are necessary for the parties and especially counsel
to navigate through this practice. This already has disadvantaged a lot of people who are not
computer literate. This includes adults who will invariably display fear of technology instead
of welcoming, accepting, and using it. Furthermore, it suffices to state that older judges
and legal practitioners, who throughout their lives depended on paperwork and physical
appearance in court, will be disadvantaged in using digital technology in court proceedings.

4.5. Infrastructural Issues

The importance of infrastructural build-up for the smooth and effective practice of digital
virtual court proceedings cannot be overemphasized. To conduct virtual proceedings
smoothly, there must be stable and uninterrupted internet connectivity, electric power
supply, and access to electronic devices. But it suffices to say that, this is a major challenge
that faces the Nigerian system of operation of digital technology. Most places in Nigeria
do not have a constant power supply, and the network has also been a major issue that
interrupts online or virtual meetings, virtual proceedings are not in any way immune from
these challenges.
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5. Presentation and Analysis of Data

The data generated through the use of an online questionnaire distributed to the
respondents is therefore presented and examined as follows.

5.1. Sample Size and Techniques

To achieve a wider and sufficient wider scope of response from the respondents in Nigeria
through the use of a questionnaire, the study was conducted among the respondents residing in
Nigeria. The study’s sample focused on a sample size of 303 respondents residing in Nigeria's
various geo-political zones. However, in identifying or selecting the respondents to respond
to the questionnaire, the study utilizes a simple random sampling method. The simple random
method of sampling has been adjudged to have the following advantages and relevance:

— the random sampling method is more apt in identifying audiences or respondents
from heterogenous populaces or inhabitants;

— the result generated by using the simple random sampling method is free from
prejudice, unbiased, and dispassionate;

- using the random sampling method to identify respondents is less demanding and
devoid of complications;

— it is considered relevant and advantageous in a hybrid legal research method.

5.2. Data Analysis

The dataobtained orgenerated fromthe questionnaire are therefore presentedin tables 1-6
for accuracy and clarity of presentation.

Table 1 shows valid respondents’ identification of the various geo-political zones they
reside or live in Nigeria.

Table 1. Valid respondents’ identification of their residential area in Nigeria (303 responses)

Geopolitical Zones Responses

SN in Nigeria of Respondents Percent

1 North Central 35 11.6

2 North East 37 12.2

3 North West 29 9.6

4 South East 67 22.1

5 South South 79 26.1

6 South West 56 18.5
TOTAL 303 100

Table 2 shows clarifications and valid confirmation of the prospect digital virtual court
proceedings tend to provide in the administration of justice in Nigeria.

Table 2. Valid respondents’ confirmation of if there are prospects in adopting digital virtual court
proceedings in Nigeria (303 responses)

Response Percent
Valid Yes 260 85.8
Valid No 43 14.2
Total 303 100
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Table 3 shows clusters of identification of the prospects and relevance of digital virtual
court proceedings in the administration of justice in Nigeria.

Table 3. Valid Cluster of identification of the prospects of digital virtual court proceedings
(263 responses, more than one option could be chosen)

The prospect of digital virtual court proceedings Cluster of Response Percentage

It is convenient 157 59.7

It saves unnecessary time wastage of traveling in physically attending court

proceedings 214 81.4

It emphasizes the principles of fair hearing as stipulated in Nigeria's

constitution 194 73.8

It is cheaper and cost-effective 106 40.3

It rids of the challenge of distance which could serve as a barrier 210 79.8

It enables accurate records and storage of court proceedings 131 49.8

It reduces the workload of the judge and lawyers in taking record 185 70.3

Table 4 shows valid confirmations by respondents in identifying if there are challenges
concerning the adoption and use of digital virtual court proceedings in Nigeria.

Table 4. Valid confirmation of if there are challenges to adopting
digital virtual court proceedings in Nigeria (303 responses)

Response Percent
Valid Yes 259 85.5
Valid No 44 14.5
Total 303 100

Table 5 shows clusters of identification of challenges that may affect the effective use
of digital virtual court proceedings in Nigeria.

Table 5. Cluster of challenges of digital virtual court proceedings in Nigeria
(263 responses, more than one option could be chosen)

Challenges of digital virtual court proceedings Cluster of Response Percentage
Insufficient legal regulation of the use of digital virtual court proceedings 210 79.8
Its sophisticated nature could lead to permanent loss of information 201 76.4
Internet fraudsters could hack into the digital platform 149 56.7
Challenges of corruption by court officials in the manipulation of the processes 200 76
Poor and effective network 152 57.8
Epileptic power supply 141 53.6

llliteracy and inability to operate digital virtual software by most lawyers and
litigant 191 72.6
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Table 6 shows valid responses of respondents in identifying possible ways in enhancing
the use of digital virtual court proceedings in Nigeria.

Table 6. Valid cluster of remedies to enhance the use of digital virtual court proceedings in Nigeria
(263 responses, more than one option could be chosen)

Strategy for enhancing digital virtual court proceedings Cluster of Responses Percentage

Review of the rules and laws of the court to adequately provide for digital

virtual court proceedings 213 81
Provision of additional backup in court proceedings storage and record

keeping 216 82.1
Strict prosecution of individuals involved in digital fraud 141 53.6
Sensitization and training of legal practitioners on the usage of digital

virtual court proceedings 190 72.2
Enhancing the provision of an effective and stable network by network

providers 161 61.2
Stable power supply 129 49

5.3. Discussion of Findings

Concerning the result of data that was generated in this study by the use of a questionnaire as
presented and analyzedinthetabularformatabove,istherefore discussed as follows. In Table
1, 303 respondents were the sample size of the study that responded to the questionnaire
and they are Nigerians who reside within the various parts of Nigeria. The essence of this is
to ensure that the respondents possess the knowledge and are well-informed concerning the
prospects and challenges of digital virtual court proceedings in Nigeria. Furthermore, in Table
2, 85.8 % of the respondents confirm that the adoption of digital virtual court proceedings
seems to have several prospects in enhancing the administration of justice in Nigeria. In this
regard, in Table 3, the respondents were able to identify some of the prospects, relevance,
and advantages of digital virtual court proceedings as follows:

1.59.7and 81.4 % oftherespondents stated thatitis convenientand it saves unnecessary
time wastage of traveling in physically attending court proceedings, respectively.

2.73.8 % agreed that it emphasizes the principles of fair hearing as stipulated in Nigeria’s
Constitution.

3.40.3 and 79.8 %, respectively, also stipulated that it is cheaper and cost-effective and
rids of the challenge of distance which could serve as a barrier.

4. 49.8 % identify that it enables accurate records and storage of court proceedings.

5. Furthermore, 70.3 % of the respondents were of the view that it reduces the workload
of the judge and lawyers in taking record.

Despite the beautiful and cogent prospect digital technology tends to provide, however,
in Table 4, 85.5 % of the respondents representing the majority of the respondents confirm
that there are challenges in adopting and using digital virtual court proceedings in Nigeria.
In thisregard, in Table 5, the respondents identify some of these challenges as follows; 79.8 %
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of the respondents stated that there is insufficient legal regulation of the use of digital virtual
court proceedings. 76.4 % of the respondents were of the opinion that the sophisticated
nature of digital virtual court proceedings could lead to permanent loss of information. These
findings showed the sophisticated nature of digital technology and poor method of operation,
it could lead to loss of information and give room for internet fraudsters to intercept the
smooth usage of digital platforms. 56.7 % identify that internet fraudsters could hack into
the digital platform. 76 % stated that there are also the challenges of corruption by court
officials in the manipulation of the processes. 57.8 and 53.6 % agreed that poor network and
epileptic power supply respectively could be a major challenge. These findings also state
that Nigeria is a developing country that has been unable to resolve issues of poor internet
connection and electrical power supply. These have always posed challenges in the usage
of digital technology in Nigeria. Furthermore, 72.6 % of the respondents stated that there is
also a challenge of illiteracy and inability to operate digital virtual software by most lawyers
and litigants.

However, despite the above challenges of digital virtual court proceedings in Nigeria,
it suffices to state that the advantages and prospects are numerous. Furthermore, the global
environment is transcending into a global digitalize village and Nigerians cannot afford to be
left behind in crude methods of living. In this regard, in Table 6, the respondents suggested
probable solutions to correcting the above legal and socio-economic challenges in adopting
digital virtual court proceedings in Nigeria as follows:

1. 81 % of the respondents identify that there is a need for a review of the rules and laws
of a court to adequately provide for digital virtual court proceedings.

2. 82.1 % stated that there should be the provision of additional backup in court
proceedings storage and record keeping.

3. 53.6 % identify strict prosecution of individuals involved in digital fraud as a measure
to enhance the use of digital virtual court proceedings in Nigeria.

4. Also, 72.2 % were of the opinion that there is a need for sensitization and training
of legal practitioners on the usage of digital virtual court proceedings.

5. Furthermore, 61.2 % stated that there is a need in enhancing the provision of an
effective and stable internet connection by network providers and stable power supply
respectively.

Conclusion

The study has been able to examine the viability and prospect of digital virtual court
proceedings in Nigeria. Furthermore, the study also identifies the fact that the Nigeria
Constitution though does not expressly provide for and regulate digital virtual court
proceedings, however, a careful examination of Section 36(3) and (4) of the Nigerian
Constitution reveals that there is an implied approval and recognition of digital virtual court
proceedings. Furthermore, the study further observed that this position of the law has been
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judicially affirmed by the apex court in Nigeria. In furtherance of the constitutional power
of the head of various courts in Nigeria to make rules concerning the operation of their
court, the head of Lagos State High Court and National Industrial Court has through this
medium enacted their practice direction and incorporated the adoption and regulation of
digital virtual court proceedings.

However, it suffices to state that while digital virtual court proceedings offer the potential
forincreased efficiency and accessibility in the Nigerian court system, there are some legal and
socio-economic challenges identified in this study that may affect its viability. In this regard,
several critical considerations and recommendations should be taken into account as follows:

1.In keeping with the right to privacy guaranteed under Chapter 4 of the 1999
Constitution of the Federal Republic of Nigeria, the court should make very strong security
measures to protect sensitive information, prevent unauthorized access, and maintain the
confidentiality of court proceedings.

2. The court should improve on the current practice Direction and Guidelines so that
there are guidelines and standards for managing technical glitches and conducting virtual
proceedings, especially rules for presenting and tendering evidence.

3. The government and persons concerned should commit to investing in robust
and reliable internet connectivity as well as power supply across the country to ensure
seamless virtual proceedings without disruptions.

4. The Nigerian government and judiciary should from time to time organize training
programs for lawyers, judges, and court staff to enhance their digital literacy skills, enabling
them to effectively use virtual proceedings platforms and tools.

5. The court conducting virtual hearings should improve on making its proceeding
accessible to all parties, including those with limited resources, by dropping the link
in a designated place that is open to the public and also by providing necessary technology
and support to bridge the digital divide.

6. The court should make a deliberate effort to make procedures for remote swearing
of oaths to ensure the integrity of witness testimony as it is a common practice in traditional
court.
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CYAOMNPOMN3BOACTBA, N3YYNTb Ha OCHOBE NEePBUYHbIX U BTOPUYHBIX UCTOYHU-
KOB (3aKOHOB, MOHOIpauit, HayYHbIX CTaTeN U UHTEPHET-PECYPCOB) NPaBo-
Bble U coLManbHO-9KOHOMUYECKME NPO6EMbI UCMOSIb30BaHUA LMDPOBbIX
TEXHONOMNI B CyA0NPOMN3BOACTBE. BTOpOi HanpaBfieH Ha aHKeTUPOBaHWe,
onuncaHWe U aHanu3 pesynbTaToB COLMONOMMYECKOrO OMNpoca, NpoBefeH-
HOro cpeau pecrnoHAEHTOB, MPOXMBaKOLWMX B HUrepum, Ha npegMeT ux oT-
HOLLIEHMS1 K HOBOBBEeEHNAM B 0651acTu UMbpoBM3aLnMm M BUPTYaImM3aumm
CyOooNpoOun3BOACTBA, @ TaKXXe K BO3HMKAILWMM B CBSA3N C undpoBusaumen
npo6nemam.

PesynbTaTbl: nccnefoBaHWe Nokasasno, YTO MCMoSb30BaHWE LUPPOBbIX
TEXHOJIOTUI B CyAONPOU3BOACTBE HUrepun UMeeT psf NepcrnekTms, obe-
cneynBatowmx 3hdeKTBHOE OTMNpaB/ieHVMe MpaBocyans U obecneye-
HMEe TOYHOrO YYeTa U XpaHEeHWUa AaHHbIX O cyfebHbix 3acefaHusax. Haps-
Iy C npeumyLlecTBaMmu nokasaHbl Npo6nemMbl, KOTOpble MOFYT MOBUSATb
Ha adeKkTUBHOCTb UMpPOBM3aLUM Cy[ONPOM3BOACTEA.

HayuyHas HOBM3Ha: 3aKNKOYaeTCsA B UCCNeaoBaHUM UCNONb30BaHUA Ludpo-
BbIX TEXHOJIOMMIA B CyAONPON3BOACTBE HUrepum, B BbiiBNIEHUN NEPCMEKTU-
Bbl NOBbILEHNSI 3OPEKTUBHOCTM OTNPABAEHUSA HUFEPUINCKOrO NpaBoCcyAns
B YC/IOBUAX pa3BUTUSA LM(DPOBbIX TEXHOMOIMI, @ TakXXe B 06YC/IOBJ/IEHHbIX
3TOMN TeHAEeHUMnen Npobrem.

MNpakTuyeckas 3HAYMMOCTb: UCClledoBaHWe MO3BOSIUT 3aUHTEPecoBaH-
HbIM CTOPOHAM HUrepUCKOro HOPUAMYECKOro CEKTopa BbIsIBUTb NpaBo-
Bbl€ M COLMaNbHO-3KOHOMUYECKUNE NPO6/IeMbl, KOTOPblE MOTYT HEraTUBHO
MOBNATb Ha MCNOJIb30BaHMe LUMPOBbIX TEXHOMOMUIA B CyI0NPON3BOACTBE
1 coenatb ux HeappeKTUBHbIMU. KpoMe Toro, B CTaTbe NpeasiaratoTcs KOoH-
KpeTHble (MpaKTU4yeckne) peKoMeHaaLUmMm Mo YCTPaHEHUIO 3TUX NPOGIEM.
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