Research article

UDC 34:004:17:004.8:342.7 '.)

EDN: https://elibrary.ru/egkppn Check for
DOI: https://doi.org/10.21202/jdtl.2025.7 updates

Artificial Intelligence in Healthcare: Balancing
Innovation, Ethics, and Human Rights Protection

Pedro Miguel Alves Ribeiro Correia (® *

University of Coimbra, Coimbra, Portugal

Ricardo Lopes Dinis Pedro

University of Lisbon, Lisbon, Portugal

Susana Videira

University of Lisbon, Lisboa, Portugal

Keywords Abstract

artificial intelligence, Objective: to identify key ethical, legal and social challenges related to the
data protection, use of artificial intelligence in healthcare; to develop recommendations for
ethical regulation, creating adaptive legal mechanisms that can ensure a balance between
ethics, innovation, ethical regulation and the protection of fundamental human
fundamental rights, rights.

healthcare, Methods: a multidimensional methodological approach was implemented,
human rights, integrating classical legal analysis methods with modern tools
law, of comparative jurisprudence. The study covers both the fundamental
legal regulation, legal regulation of digital technologies in the medical field and the
predictive analytics in-depth analysis of the ethical, legal and social implications of using

artificial intelligence in healthcare. Such an integrated approach provides
a comprehensive understanding of the issues and well-grounded
conclusions about the development prospects in this area.

Results: has revealed a number of serious problems related to the use
of artificial intelligence in healthcare. These include data bias, non-
transparent complex algorithms, and privacy violation risks. These
problems can undermine public confidence in artificial intelligence
technologies and exacerbate inequalities in access to health services.
The authors conclude that the integration of artificial intelligence into
healthcare should take into account fundamental rights, such as data
protection and non-discrimination, and comply with ethical standards.
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Scientific novelty: the work proposes effective mechanisms to reduce risks
and maximize the potential of artificial intelligence under crises. Special
attention is paid to regulatory measures, such as the impact assessment
provided for by the Artificial Intelligence Act. These measures play a key role
in identifying and minimizing the risks associated with high-risk artificial
intelligence systems, ensuring compliance with ethical standards and
protection of fundamental rights.

Practical significance: adaptive legal mechanisms were developed, that
support democratic norms and respond promptly to emerging challenges
in public healthcare. The proposed mechanisms allow achieving a balance
between using artificial intelligence for crisis management and human
rights. This helps to build confidence in artificial intelligence systems and
their sustained positive impact on public healthcare.
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Introduction

As practitioners, institutions and governments consider the looming shadow of disease
and pandemics, can artificial intelligence (Al) become our panacea and our light? What
limits can fundamental rights present when fighting pandemics with the use of Al?

Throughout history, humanity has faced the devastating wrath of epidemics and
pandemics. From the bubonic plague to the Spanish flu, these outbreaks have reshaped
societies and challenged our very existence. Today, as we navigate an increasingly
connected world, the threat of new and rapidly spreading diseases looms large.
Globalization is increasingly becoming a double-edged sword, fostering collaboration
but also facilitating the swift travel of pathogens across borders (Jones et al., 2008;
Morse et al., 2012).

Artificial intelligence is now viewed as a new, emerging weapon in this age-old
fight. This revolutionary, powerful technology (or amalgamation of technologies), once
relegated to the realm of science fiction, holds immense potential to revolutionize how
humans combat epidemics and pandemics. Poised to become a powerful weapon in
our arsenal for combatting disease. By means of artificial intelligence techniques one
might analyze vast amounts of data to predict outbreaks and outcomes, accelerate drug
discovery, and even personalize treatment strategies (Syrowatka et al., 20217). Or so it is
believed.

For instance, artificial intelligence can be used for forecasting the unforeseen, as
it can sift through voluminous information from social media, news reports, and even
satellite imagery, potentially identifying early warning signs of an outbreak before
it explodes into a full-blown pandemic. It is not farfetched to imagine an artificial
intelligence system detecting a surge in searches for flu-like symptoms in a specific
region, triggering an immediate investigation that could potentially nip an outbreak in
the bud (Wong et al., 2023).

Another instance is the use of artificial intelligence to accelerate the quest for cures
(if that, and not only chronic disease mitigating solutions, perpetual cash cows, are
still pursued by pharmaceutical companies). Medical chemical compounds discovery
(including vaccines) has traditionally been a slow and arduous process, often taking
years to yield results, if at all. Artificial intelligence can be used to revolutionize this
process by analyzing molecular structures to identify potential drug candidates or
repurpose existing drugs for new significantly reducing the time it takes to get life-saving
treatments into the hands of patients (Matsuzaka & Yashiro, 2022).

Yet another instance is the tailoring of treatments, diverging from the one-size-fits-
all approach, as artificial intelligence could be developed to be capable of analyzing
patients’ individual genetic makeups and medical histories to predict how they might
respond to different treatment options, paving the way for personalized medicine and
allowing doctors to tailor treatment plans for maximum effectiveness (Topol, 2019).

https://www.lawjournal.digital
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Anadditionalexamplefortheuseofartificialintelligence,intthis context,would be predicting
the trajectory of an outbreak or a pandemic, due to the capability of this models to analyze
historical data and disease characteristics, allowing public health officials to strategically
allocate resources and implement targeted containment measures (Ferguson et al., 2006).

On final example (of numerous others not listed here) is the use of artificial
intelligence to enhance contact tracing, as it can analyze contact tracing data and travel
information to pinpoint individuals at high risk of infection, therefore helping healthcare
workers prioritize testing and quarantine measures, potentially containing the spread
of the pathogen (Fetzer & Graeber, 2021).

The path forward, however, is not without its challenges. Biases in data, the «black
box» or “gray box” nature of complex algorithms, and the ever-present risk of over-reliance
on artificial intelligence all pose potential and significant pitfalls (DeCamp & Tilburt, 2019).

Despite this perfunctory listing of potentialities, this text will delve not so much into
the stimulating possibilities that arose with the advent of artificial intelligence in the fight
against disease, epidemics, or pandemics, but, much more, into the critical considerations
and cautions users should take into account as the use of these approaches is evermore
pondered. We will examine the various challenges artificial intelligence faces before it can
become, if ever, a beacon of hope in a world ever shadowed by the threat of widespread,
generalized, and acute disease outbreaks.

In addition, the impact of Al on fundamental rights and, in particular, the use of Al
to combat a pandemic and its relationship with the preservation of fundamental rights are
also analysed.

1. The use of Artificial Intelligence in the Combat Against Pandemics
and Why it Fails

However, this potential for good comes intertwined with challenges that must be
addressed. George Box famously stated that “all models are wrong, but some are useful”
(Box, 1979). It should come as no surprise that, despite its strengths, artificial intelligence
models’ effectiveness is hampered by several limitations that can turn those solutions
into a double-edged sword.

One of the major Achilles heels of artificial intelligence models is that those same
models are only as good as the data they’re trained on. Inaccurate, incomplete, or biased
data can lead to unreliable and potentially harmful outputs (Gianfrancesco et al., 2018).
Limited access to real-time health data in some regions or privacy concerns can further
restrict artificial intelligence’s capabilities.

Another one is commonly known as the “black box enigma” or, in a diluted formulation
the “grey box” enigma. Understanding the inner workings of intricate artificial intelligence
algorithms poses an extremely difficult task, impeding humans’ ability to grasp their
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decision-making processes and this opacity can, in turn, undermine confidence and
complicate efforts to detect and rectify underlying biases and various other types of
problems (Mittelstadt et al., 2016).

Yet another one is the temptation of over-reliance on artificial intelligence models’
significant capabilities without recognizing their fundamental limitations and, thus, relying
too heavily on artificial intelligence without paying due attention to fundamental public
health strategies such as contact tracing, vaccination efforts, and community awareness
campaigns, all of them established approaches that must continue to play a vital role in
effectively managing disease outbreaks (Silva et al., 2022).

2. Examples of Artificial Intelligence Failures: Lessons Learned
and the Path Forward

The COVID-19 pandemic has been a testing ground for artificial intelligence in pandemic
response, with mixed results. Some examples follow below.

Early in the pandemic, some artificial intelligence models drastically overestimated the
spread of the virus due to limited initial data and the rapidly evolving situation. This led
to unnecessary panic and resource allocation. In other instances, artificial intelligence
powered chatbots designed to answer public health questions were overwhelmed
by the surge in demand and provided inaccurate information in some cases. This highlights
the need forrobust training data and clear limitations set for artificial intelligence applications
(Bajwa et al., 2021; Giirsoy & Kaya, 2023).

It can, therefore, be argued that only by acknowledging the artificial intelligence
limitations and focusing on responsible development, can humanity harness its power
for a healthier future. Actions as prioritizing data quality and responsible data collection
practices or addressing data bias and ensuring data privacy are crucial for building
trustworthy artificial intelligence models. The development of robust methods to mitigate
bias in artificial intelligence algorithms and techniques based on fairness testing and data
augmentation can also help identify and address potential biases from the start. Investing
in explainable artificial intelligence (also known as XAl) research can help stakeholders
understand how artificial intelligence models arrive at their conclusions, fostering trust and
enabling early detection of potential problems (Jobin et al., 2019).

The promotion of balanced approaches, where artificial intelligence is used alongside
traditional public health interventions and complements, not replaces, established public
health measures could be the path forward. By addressing these challenges and fostering
responsible artificial intelligence development, agents can leverage the power of artificial
intelligence to create a world better prepared for future pandemics (Benke & Benke, 2018).
Artificial intelligence can be a powerful weapon in humanity’s arsenal, but only if wielded
wisely, as evidenced underneath.

147
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3. The Problem with Models: Garbage In Garbage Out

The concept of «garbage in, garbage out» is a fundamental principle in artificial intelligence,
particularly in machine learning (Breiman, 2001).

It helps to understand what are the main types of «garbage» data that exist. Firstly,
data can beinaccurate. This includes errors in spelling, typos, factual mistakes, or outdated
information (Halevy et al., 2009). One can easily imagine an artificial intelligence trained
on news articles with many typos — it might struggle to understand language properly.
Secondly, data can be incomplete. Missing values or data points can skew the model’s
understanding (Little & Rubin, 2019). For example, an artificial intelligence for predicting
customer churn (why patients choose not to return to a hospital, for instance) might miss
crucial data points if customer feedback isn't collected. Thirdly, data can be biased. Data
that unfairly represents a certain group can lead to discriminatory outcomes (Berk, 1983).
An artificial intelligence used for hiring decisions trained on resumes with mostly male
applicants for nursing jobs might favor male candidates in the future. Fourthly and lastly,
data can be irrelevant. Information not relevant to the task at hand can confuse the model
(Greiner et al., 1997). An artificial intelligence for sentiment analysis (understanding
emotions in text) in a psychiatric institution might be overwhelmed by irrelevant emojis
in a dataset.

It also helps to understand what might be the consequences of «garbage in». First,
there is the perpetuation of bias, as artificial intelligence can amplify existing societal
biases if the training data reflects those biases (Bazarkina & Pashentsev, 2020). This
can lead to unfair outcomes in areas like loan approvals, facial recognition, and criminal
justice predictions. Next, there is the reduction of accuracy and reliability, as models
trained on inaccurate data will produce unreliable outputs (Shin & Park, 2019). Imagine an
artificial intelligence for pathology prediction trained on faulty temperature readings from
patients — its diagnostics would be inaccurate. Furthermore, resources can be wasted,
as time and money spent training models on bad data are significant resource drains
(Hulten, 2018).

Most useful is to know the chief techniques for combating «garbage in». On one hand,
it pays off to invest on data cleaning and curation. Techniques like data validation, error
correction, and filtering are used to ensure data quality. This can be a labor-intensive
process, but crucial for reliable artificial intelligence (Wang & Shi, 2011). On another hand,
the use of data augmentation, that is, creating synthetic data to supplement existing
datasets can help address issues like incomplete data (Mumuni & Mumuni, 2022). For
example, generating realistic-looking images with diverse faces can help reduce bias in
facial recognition. Another instance is the use of algorithmic bias detection methods
to identify and mitigate bias in artificial intelligence algorithms themselves. This can
involve analyzing the model’'s decision-making process to uncover hidden biases
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(Kordzadeh & Ghasemaghaei, 2022). Explainable artificial intelligence constitutes another
technique that focuses on making artificial intelligence models more transparent, allowing
humans to understand how the model arrives at its conclusions, helping to identify potential
biases or errors (Arrieta et al., 2020).

Addressing the «garbage in, garbage out» problem is critical for building trustworthy and
ethical artificial intelligence in the future. As artificial intelligence becomes more integrated
into everyone’s lives, ensuring data quality and mitigating bias is essential (Jobin et al., 2019).
In this regard, some efforts are well underway. Standardization and regulations won't solve it
by themselves but can help. Developing guidelines and regulations for responsible artificial
intelligence development and deployment can improve data quality and fairness’. Public
education and awareness are also being pursued. Raising awareness about the potential
pitfalls of artificial intelligence and the importance of responsible development can foster
public trust (Kandlhofer et al., 2023). Additionally, collaboration between artificial intelligence
developers and experts, on an interdisciplinary basis, including data scientists, ethicists, and
policymakers is crucial for building robust and responsible artificial intelligence systems
(Bisconti et al., 2023). This is another trend on the rise that can prevent or moderate
succumbing to the pitfalls of «garbage in, garbage out».

4. The Sustainability Problem (almost) no One Talks About

Sustainability of artificial intelligence solutions will be a key factor.

Energy consumption is paramount. Training a large language model like GPT-3 can
consume the same amount of energy as several cars in their lifetime. Some studies
estimate the energy consumption of training a single large language model to be around 1.5
MWAh?2, Data centers housing artificial intelligence systems are estimated, conservatively,
to consume 1% to 3% of global electricity?.

Also, water consumption is a growing concern. Data centers rely heavily on water
for cooling, with estimates suggesting they use up to 1.7 billion gallons of water per year
in the United States of America alone®. The water footprint of artificial intelligence can
be significant, even for individual users. A single query on a large language model can
require enough water to fill a small bottle®.

European Commission. (2021). Proposal for a Regulation of the European Parliament and of the Council
Laying Down Harmonised Rules on Artificial Intelligence (Artificial Intelligence Act) and Amending Certain
Legislative Instruments (COM(2021) 206 final). https://clck.ru/3DzaGK

Luccioni, S. (2023, April 12). The mounting human and environmental costs of generative Al. Ars Technica.
https://clck.ru/3DzakKM

3 Al'Now Institute. (2023). Algorithmic Accountability: Moving Beyond Audits. https://clck.ru/3DzalL.M

Meredith, S. (2023, December 6). A ‘thirsty’ generative Al boom poses a growing problem for Big Tech. CNBC.
https://clck.ru/3Dzaly ; Microsoft (2022). 2022 Environmental Sustainability Report. https://clck.ru/3Dzaly

5 Ibid.
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However, data storage limitations will probably be the ultimate limiting factor
(Susskind, 2020). The amount of data generated globally is growing exponentially, doubling
roughly every two years. Current storage technologies like hard disk drives are reaching their
physical limitations in terms of miniaturization and storage capacity®.

It's important to note that this data is constantly evolving as technology advances.
Researchers are actively developing more energy-efficient artificial intelligence models,
water-saving cooling systems for data centers, and new data storage technologies with
higher capacities (Chen, 2016).

Predicting exactly when the entire Earth will be needed to store data is difficult. Data
growth is exponential, but storage technology is also constantly evolving. However, it is
safe to say the entire planet’'s physical space for data storage will not be needed in the
near future. The world is witnessing a race between exponential growth and Moore’s Law
(Theis & Wong, 2017). Data creation is indeed growing exponentially, doubling roughly every
two years. Even if the growth slows down to 20% per year (it is actually closer to 70%), it
would still be an unsustainable growth rate, in the long term. Existing infrastructure and
energy limitations would make it increasingly difficult to maintain such a pace’. However,
storage capacity is also increasing rapidly, following a trend similar to Moore’s Law (doubling
of transistor density on integrated circuits roughly every two years). Data storage isn't
a one-to-one process. Compression techniques can significantly reduce the physical space
needed to store information. While data growth might outpace storage capacity at some
point, advancements in storage technology like solid-state drives and advancements in data
compression techniques can help bridge the gap (Chen, 2016). Arguments are also made
that not all data needs forever storage in these systems. A significant portion of data doesn't
require permanent storage. Logs, temporary files, and certain types of entertainment content
can be deleted after a set period. Focusing on efficient, sustainable data management
and prioritizing what gets stored permanently can significantly reduce storage needs
(Arass & Souissi, 2018). Nonetheless, in this case one starts to consider that the supposed
superintelligences are being brought down to human level. Less than perfect memory
implies imperfect solutions, more mistakes made and less reliability: in other words, human
like performance. Entirely new but yet distant new storage technologies might delay this
inevitability, as researchers are exploring alternative solutions with much higher capacities
than traditional hard drives. These include technologies like DNA Storage to achieve vast
amounts of data stored in a very compact space (as all life form do in their genome). While
still in its early stages, DNA storage holds immense potential for long-term data archiving
(Goldman et al., 2013). They include holographic storage, as well, using laser technology

6 Rydning, D., Reinsel, J., & Gantz, J. (2018). The digitization of the world from edge to core. International
Data Corporation. https://clck.ru/3DzaNN

7 \bid.
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to store data in three dimensions, offering much higher density than traditional methods
(Lin et al., 2020).

Despite all this wishful thinking, Vopson (2020), estimates, in a convincingly rigorous
calculation, for several information annual rate growth scenarios, how many years it would
take for the entire mass of the Earth to be dedicated to data storage. His approach, as it is
based on the number of atoms available, becomes mostly independent of storage efficiency
management techniques and eventual, hypothetical new storage technologies. The values
attained: 4500 years at 1% growth, 918 years at 5% growth, 246 years at 20% growth, and circa
110 years at 50% growth. The author refers to this eventuality as the impending information
catastrophe. Considering that the crust of the Earth comprises only 0.7% of the planet’s
total volume and that that, even if wildly farfetched, is the part of the volume humanity has
a more realistic chance to utilize in its entirety, humans are less than a century away (more
likely 30 to 50 year away, or even less) from Vopson’s information catastrophe. Studies by
the Al Now Institute® and the Stanford Institute for Human-Centered Artificial Intelligence®
might not agree on the exact numbers or not share the same approach but highlight the
same trajectory.

5. Governance as Key: How State Measures and Data Availability Reinforce
some Organizational Values and Contribute to the Sustainability
of the National Health System

It can be argued that the missing link for adequately bridging the gap between traditional
health measures and practices, and an artificial intelligence approach to pandemic response
is good governance. State measures aligning to the principles of good governance are
in a privileged position to become the foundation for artificial intelligence integration with
more conventional methods.

Correia et al. (2020a) explore established public health measures that form the bedrock
of a robust national health system during pandemics. For one, these authors address
lockdowns, contacttracing,andvaccinationcampaigns as measuresthatcanbeimplemented
to slow the spread of viruses, protect vulnerable populations, and achieve herd immunity,
embodying the value of prioritizing public health and demonstrating thar government’s
responsibility should be towards its citizens. A second important point stressed by these
authors is that data plays a crucial role in monitoring infection rates, tracking resource
allocation, and understanding patient outcomes, informing decision-making, and that, in turn,
reinforces the value of evidence-based practice, and ultimately contributes to the efficient
use of resources within the health system.

8 Al Now Institute. (2023). Algorithmic Accountability: Moving Beyond Audits. https://clck.ru/3DzaQC
9 Stanford Institute for Human-Centered Artificial Intelligence. (2023). Sustainability and Al. https://clck.

ru/3DzaRd
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A path, then, emerges. The path of sustainability through efficiency, where artificial
intelligence can amplify the impact of traditional measures. While conventional
measures are still essential and probably will always be so, artificial intelligence offers
the potential to significantly enhance their effectiveness and further contribute to the
sustainability of national health systems. One immediate application of this idea can
be materialized in que use of artificial intelligence models to analyze historical data,
identify patterns, and predict the emergence or spread of future disease outbreaks,
epidemics, and pandemics, allowing public health officials to take proactive measures
like early warning systems, stockpile of vital supplies, and the strategical deployment
of resources. In particular, this optimization of resource allocation by means of artificial
intelligence algorithms can be readily put to use in the analysis of real-time data on
infection rates, hospital capacity, and material resources availability, allowing for
the dynamic allocation of medical staff, equipment, and critical supplies to the areas
facing the biggest strain (Correia et al., 2021, 2022), and, therefore, ensuring efficient
resource management. More advanced and, consequently, delicate applications
encompass personalized treatment plans that require the analysis of individual patient
data like medical history and genetic makeup, where artificial intelligence can potentially
assist medical professionals in tailoring treatment plans for maximum effectiveness,
contributing to faster recovery times, improved patient outcomes, and reduced strain
on healthcare resources (Jiang et al., 2017).

It becomes obvious, then, that the effectiveness of governance in pandemic response
(whether making use of artificial intelligence or not), hinges on the availability of high-
quality, comprehensive data, data gathered through traditional measures and methods
like contact tracing and patient records (Wu et al., 2022). However, if governance is
good, it will address data privacy concerns regarding the collecting and use of patient
data, including for artificial intelligence development, not neglecting the assurance
of data anonymization and robust data security protocols to maintain public trust
(Smidt & Jokonya, 2021).

Effective use of artificial intelligence in public health requires seamless data
sharing between different healthcare institutions and interoperability (O'Reilly-Shah et
al., 2020). The need for standardized data formats and secure communication channels
to facilitate this data exchange is paramount (Sass et al., 2020).

In conclusion, a symbiotic relationship for sustainable health systems can
be implemented. Traditional public health measures, data availability, and artificial
intelligence are not separate entities but can be interconnected elements in the fight
against pandemics. The existing data infrastructure and experience with traditional
measures create a fertile ground for artificial intelligence integration (Baclic et al., 2020).
By leveraging the power of artificial intelligence in conjunction with established practices,
national health systems can achieve greater efficiency, personalize treatment approaches,
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and ultimately ensure their long-term sustainability in the face of future occurrences
(Gunasekeran et al., 2021). That is equivalent to affirm that robust management practices
and sound organization values can pave the way for future artificial intelligence integration
in this crucial domain.

6. Governance as Key: How Governance Reinforces some Organizational
Values and Contributes to the Sustainability of Crisis Management

The statement above holds immense significance for the context of artificial intelligence
applied to the fight against pandemics. That is because effective governance practices
providethe framework and guiding principles for utilizing artificial intelligence responsibly
and ethically in crisis management, with pandemics being a prime example.

Governance emphasizes open communication and holding decision-makers
accountable for their actions. This is vital for building public trust in artificial intelligence
powered solutions used during pandemics, like contact tracing apps. Clear explanations
about how artificial intelligence is being used and how data privacy is protected are
crucial to avoid public apprehension (Galetsi et al., 2022). Good governance also fosters
collaboration, including data sharing, and coordination between diverse stakeholders,
including resource allocation, vaccine development, and communication strategies. This
collaboration and cooperation comprise government agencies, healthcare institutions,
research bodies, and private sector entities (Bulled, 2023).

Good governance translates into specific organizational values that have the
potential to shape artificial intelligence development and use in pandemics. Well
applied, it promotes equity and fairness, adequate distribution of resources and strives
to bridge the digital divide. This, in turn, can ensure that artificial intelligence tools do
not exacerbate existing social inequalities (Margetts, 2022). For example, artificial
intelligence powered contact tracing apps should be accessible to all demographics
and should not unfairly target certain populations. Governance can also be determinant
in establishing robust data privacy and security protocols. These types of actions
can contribute to protects citizens' information while allowing for responsible data
collection and use for artificial intelligence development in pandemic response. Striking
a balance between data-driven insights and data security is crucial during a pandemic
(Zhang et al., 2022). Moreover, good governance fosters evidence-based decision
making, a culture of relying on data and scientific evidence to inform decisions. This
aligns perfectly with the core principle of artificial intelligence, which uses data analysis
to generate insights and recommendations for, amongst others, public health officials
(Rubin et al., 2021).
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In addition, effective and sustainable pandemic response requires a forward-
looking approach and long-term planning. Good governance practices contribute to the
sustainability of crisis management in several ways. Governance is tasked with ensuring
long-term investment in infrastructure and maintaining the hardware, software, and
expertise needed for artificial intelligence development and deployment in public health.
This includes investment in research and development, training programs for artificial
intelligence specialists within healthcare institutions, and establishing robust data
management systems (Balog-Way & McComas, 2022). Governance also promotes the
futureproofing of strategies, the development of flexible frameworks that can adapt to
evolving threats and pandemics with novel characteristics. This ensures that artificial
intelligence remains relevant and useful for future public health challenges. For example,
artificial intelligence algorithms for pandemic prediction need to be adaptable to handle
new virus strains and variations. Good governance has, as well, the ability to build and
strengthen public trust in government institutions and their use of artificial intelligence
during a pandemic (Romano et al., 2021). This trust fuels cooperation with artificial
intelligence suggested initiatives, like contact tracing and symptom-tracking apps.

Correia et al. (2020b), explore the principles that create a strong foundation for solutions
in pandemic response. By fostering collaboration, prioritizing ethical values, and ensuring
long-term sustainability, governance practices pave the way to become a powerful weapon
in the arsenal for combatting pandemics and building a more resilient future for public
health. The authors propose a six-dimensions, eight-hypothesis model (already validated
for very specific circumstances) represented on figure 1.

Agreement

H1 with the Moasures during H5
CovID
H2 Satisfachion H6

with Information
during the Crisis

Satisfachion

Expectations
on the Impact
of COVID

with Pre-COVID
Measures

Agreement
with the Strategy

H3 during the Crisis

Satisfachion
with Mitigation
Methods

H4 H8

Figure 1. Crisis management: COVID-19 structural model (Correia et al., 2020b)
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It can be reasoned that the incorporation on these inputs (models, dimensions and
relations between dimensions), the human factors, if you will, is the link that has been
missing in the creation of a supportive environment, through effective governance, for
artificial intelligence to be leveraged responsibly and ethically, while also increasing their
performance in predicting, preparing and warning for outbreaks, in predicting and preparing
forindividuals’ responsesto public healthmeasures, in optimizing real time strategicresource
allocation based on infection rates, in developing targeted, personalized interventions for
high-risk individuals, and in tracking, containing, isolating and limiting spread of pathogens.

The linkage of good governance, crisis management models and artificial intelligent
solutions, and the synergies thus generated hold immense potential to improve our
preparedness and response to future pandemics, ultimately saving lives and ensuring
a more sustainable future for global health.

7. Critical Reflections

Artificial intelligence represents one of the greatest technological innovations of the modern
era, with the potential to fundamentally transform society in many aspects (Bostrom, 2014).
However, this transformation also brings with it significant challenges and concerns about
the fragility of modern human societies.

Digital inequality presents a pressing concern as the integration of artificial intelligence
into various sectors may widen socioeconomic gaps, accentuating disparities between
individuals equipped with access and proficiency in leveraging technological advancements
and those marginalized without such resources (Eubanks, 2018). This phenomenon has
the potential to intensify preexisting inequities while giving rise to novel manifestations
of digital exclusion.

The advent of artificial intelligence driven automation also poses a significant risk
of displacingnumerous conventional occupations, particularly those characterized by routine
and predictable duties. This transition holds the potential to precipitate widespread job loss,
plunging affected individuals into a state of mass unemployment and instigating profound
existential crises rooted in the displacement by technological innovations. The health sector
appears to be no exception to this peril (Hazarika, 2020).

Moreover, artificial intelligence algorithms, especially in crucial domains such as
justice, healthcare, and finance, are prone to manipulation and bias, posing a risk of unfair
and harmful consequences, particularly for marginalized and vulnerable communities
(Obermeyer, 2019).

Furthermore, concerns regarding data privacy and security are heightened by the
extensive collection and analysis of data powering artificial intelligence algorithms, with
lack of transparency and control over data usage posing as a predictable consequence
and a significant threat to public trust in technology, public policy, and public institutions
(Larsson & Heintz, 2020).
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Additionally, societies around the world have to deal, increasingly, with polarization
and misinformation, manifested by the so-called misuse of digital platforms driven by
artificial intelligence, that can undermine social cohesion and erode trust in democratic
institutions, leading to an increasingly fragmented and divisive society (Kavanagh & Rich,
2018).

One must not ignore, as well, the potential dangers of becoming overly reliant on
technology. The more humanity depends on artificial intelligence for decision-making
and task completion, the weaker human’s ability to function independently becomes
(Bostrom, 2014). This vulnerability to disruptions and systemic failures in artificial
intelligence could have devastating consequences.

Also, artificial intelligence is creeping in, or, in a more technical terminology, the
erosion of human autonomy and agency is ever more noticeable (Ettlinger, 2022). The
increasing integration of artificial intelligence into people lives could lead to the erosion of
human autonomy and agency, as we increasingly leave important decisions to automated
systems. This raises questions about who controls technology and who can one trust to
make decisions that affect one’s life.

Finally, this first layer, superficial challenges analysis must include not only immediate
concerns, but the often-mentioned existential risks, that comprise long-term fears about
the development of artificial intelligence, including the common scenarios of artificial
superintelligences that surpass human control and threaten the survival of humanity
(Bostrom, 2014).

In essence, the convergence of artificial intelligence with the delicate nature
of contemporary human societies prompts profound inquiries into ethics, governance,
fairness, and human principles. A comprehensive and cooperative approach is vital to
tackle these matters, ensuring that artificial intelligence advancement and implementation
prioritize human welfare and enduring sustainability (Jobin et al., 2019).

However, it is possible to add several layers of depth in a conscious quest to use
artificial intelligence in a responsible, productive, and secure manner.

Artificial intelligence appears to be quite fragile when stressed in just the right way.
When stressed in just the right way, artificial intelligence systems can indeed exhibit fragility
or vulnerability. This fragility can manifest in various ways, depending on the context and
nature of the artificial intelligence systems. For example, adversarial attacks can happen,
involving intentionally manipulating input data to artificial intelligence systems in a way
that causes them to make mistakes or produce incorrect outputs. These attacks can
exploit vulnerabilities in the artificial intelligence algorithms, such as deep learning neural
networks, leading to unexpected and potentially harmful behavior (Ruan et al., 2021).
Another example, similar to one previously addressed through a different lens, is the use
of unrepresentative data to train artificial intelligence models, leading to the above-
mentioned biased decisions or predictions. This bias can be exacerbated under certain
conditions or when the artificial intelligence system encounters new, unseen data that
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differs significantly from the training data sets. As a result, the artificial intelligence
system may fail to generalize effectively, leading to fragility in its performance
(Navigli et al., 2023). One more example consists in what can be called catastrophic
forgetting, as some artificial intelligence systems, particularly those based on artificial
neural networks, can exhibit catastrophic forgetting when exposed to new data. This
phenomenon occurs when the artificial intelligence system forgets previously learned
information as it learns new information, leading to a loss of performance or accuracy
over time. This fragility can limit the system’s ability to adapt to changing environments or
tasks (Kirkpatrick et al., 2017). Yet another example is model fragility, given that artificial
intelligence models can be fragile to small changes in input data or model parameters.
For example, slight perturbations to input images can cause image recognition models to
misclassify objects, leading to potentially dangerous consequences in applications such
as autonomous vehicles or medical diagnosis (Chen et al., 2020). One final example of
artificial intelligence fragility is the inherent system complexity. As artificial intelligence
systems become more complex and interconnected, they can become increasingly
fragile to disruptions or failures in individual components. A failure in one part of the
system can cascade into other parts, leading to system-wide failures or breakdowns
(Chen et al., 2020). Complexity in a double-edged sword as many systems derive their
power from their complexity and ability to process vast amounts of data. However, this
complexity can also be a vulnerability, as it increases the surface area for potential
attacks and makes the system more difficult to understand and secure. This fragility
underscores the importance of robustness and resilience in artificial intelligence
system design and deployment. Addressing the fragility of artificial intelligence systems
requires careful attention to design, testing, and validation processes, as well as ongoing
monitoring and maintenance. It also highlights the need for transparency, accountability,
and ethical considerations in the development and deployment of artificial intelligence
technologies. By addressing these challenges, individuals, institutions, and societies
can work towards creating artificial intelligence systems that are more robust, reliable,
and trustworthy in a wide range of applications. Just imagine the pandemonium that
would result of such types of fragilities occurring separately or in chain, in the health
sector, during an epidemic or pandemic crisis.

An additional convolution surfaces when one comprehends that artificial intelligence
pathways, even if they appear robust, can often be undermined by the presence of choke
points, which are critical junctures where failure or disruption can have cascading effects
on the entire system. This duality, where robustness and fragility coexist, is inherent
to many complex artificial intelligence systems (Zhou et al., 2024). For instance, as seen
before, artificial intelligence models often involve complex networks of interconnected
components, such as layers in deep neural networks or nodes in graph-based models.
While this interconnectedness can enhance robustness by allowing for redundancy and
fault tolerance, it also introduces choke points where failure or disruption in a critical
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component can propagate throughout the network (Villegas-Ch et al., 2024). Another
instance is the emergence of critical dependencies. Certain components of artificial
intelligence applications may serve as critical dependencies, upon which the functionality
of the entire system relies. These choke points can include specific layers or nodes in
neural networks that play pivotal roles in processing or decision-making. If these critical
dependencies fail or malfunction, it can lead to a breakdown in the system’s performance
(Macrae, 2022). Still another instance is the tendency of artificial intelligence usages to be
sensitive to input data, especially in uses such as image recognition or natural language
processing. Small perturbations or adversarial inputs at choke points within the pathway
can lead to significant changes in the system’s output. This sensitivity underscores the
fragility of the pathway to specific types of input manipulation (Dhingra & Gupta, 2017).
One final instance that illustrates the dangers of choke points are trade-offs in Design.
These trade-offs are between robustness and efficiency. Strategies aimed at enhancing
robustness, such as adding redundancy or error correction mechanisms, may introduce
additional choke points orcomputational overhead. Conversely, optimizations for efficiency
may inadvertently increase the system'’s fragility by reducing redundancy or resilience.
Addressing these specific problems requires a multi-faceted approach that involves
identifying and mitigating choke points and enhancing robustness through redundancy and
diversity (Goodfellow et al., 2016). By understanding these delicate balances, researchers,
engineers and practitioners can work towards creating more resilient and trustworthy
artificial intelligence technologies.

Artificial intelligence intricacy expands when the concept of losing control acquires
a broader and more nuanced meaning. That is to say, when the concept reflects the
complexities and challenges associated with the development and deployment of artificial
intelligence technologies. One such manifestation relates to autonomy and decision-
making (Wallach & Allen, 2008). As artificial intelligence systems become increasingly
autonomous and capable of making decisions without direct human intervention, there
is a concern about losing control over the outcomes of these decisions. This can be
particularly relevant in high-stakes applications such as autonomous vehicles, or medical
appliances where the actions of artificial intelligent systems can have real-world, life-
threatening consequences. Another manifestation is the inclination of artificial intelligent
systems, especially those based on deep learning and neural networks, to be highly opaque,
making it difficult for humans to understand or interpret their internal workings. This lack
of transparency can lead to a loss of control over how artificial intelligent systems arrive
at their decisions, raising concerns about accountability and trust (Chiao, 2019). One
other manifestation is patent in the fact that artificial intelligence systems can exhibit
emergent behavior, where complex patterns or behaviors arise from the interactions of
simple components. This emergent behavior can be difficult to predict or control, leading
to uncertainty about the behavior of the systems in novel or unanticipated situations. That,
in itself, can lead to unintended consequences, as the actions or decisions of artificial
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intelligence functions produce outcomes that were not anticipated or intended by their
creators. This can occur due to unexpected interactions with the environment, or a range
of other factors (Bostrom, 2014). Last but not least, the ethical and societal implications
must be considered. Losing control over artificial intelligent technologies can also bear
broader ethical and societal implications, such as the impact of artificial intelligence
on employment, privacy, security, and inequality, as addressed in the course of this text
(Thomsen, 2019). These concerns highlight the need for responsible artificial intelligence
development and governance to ensure that artificial intelligent technologies are deployed
in ways that benefit society as a whole and not only oligarchies, big tech companies and
the ruling elites. Addressing these issues requires a holistic approach that encompasses
technical, ethical, and regulatory considerations. This includes promoting transparency
and accountability in artificial intelligent systems and engaging in ongoing dialogue and
collaboration between stakeholders to mitigate risks and maximize the benefits.

Another complication rises as one ponders on the premise of reliability, particularly
during times of stress or uncertainty. This premise may warrant urgent reevaluation.
One illustration of ill placed premises refers to interconnectedness, as artificial
intelligence systems often comprise intricate networks of interconnected components,
each contributing to overall functionality. When stress or unexpected conditions arise,
such as adversarial attacks, data anomalies, or environmental changes, the complexity
of these systems can amplify the likelihood of failure. This underscores the need for a
more nuanced understanding of reliability beyond traditional measures (Macrae, 2022).
Another illustration is unpredictability. The emergent behavior exhibited by artificial
intelligent systems can lead to unpredictability in their responses to stressors. Even minor
perturbations or variations in input data can trigger unexpected outcomes, highlighting
the challenges of ensuring reliability under diverse conditions. This unpredictability
underscores the importance of robustness testing and scenario planning to identify and
mitigate potential failure points (Bostrom, 2014). These exact concerns were expressed,
in different combinations, above. Yet another illustration of this class of phenomena deals
with adaptive and evolving environments, given that artificial intelligence systems operate
within dynamic and everchanging settings, where conditions may change rapidly and
unpredictably. In such environments, the notion of reliability as a static attribute becomes
inadequate. Instead, reliability must be viewed as a dynamic property that adapts to
changing circumstances, requiring continuous monitoring, adaptation, and feedback
mechanisms (Sundar, 2020). One final illustration focusses on the closely intertwined
relation between these types of systems and the human-machine interaction. Human
operators play a critical role in monitoring system performance, interpreting outputs, and
intervening when necessary. However, under stress or high-pressure situations, human
operators may also be prone to errors or cognitive biases, further complicating the reliability
of the systems (Hoff & Bashir,2015). Inlight of this set of challenges, rethinking the premise
of reliability in artificial intelligence necessitates a shift towards more adaptive, resilient,
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and context-aware approaches. This may involve incorporating principles of uncertainty
quantification, robustness engineering, and human-centered design into the development
and deployment of artificial intelligence models and applications. By embracing a broader
understanding of reliability and proactively addressing the factors that contribute to failure,
humanity can strive towards more trustworthy and dependable artificial intelligence
technologies. Preparing and having contingency, artificial intelligence free, plans that
allow society to continue functioning in case of technological crisis or collapse should
be of the utmost priority. Would most, if not all, developed countries still have a justice
system tomorrow, if the internet failed now that justice has been “dematerialized”? Do we
really want to take such risks, ones that may bring societies to a halt or to altogether
collapse?

Adeeperyetlayer,onemorehurdletobesurpassedisthenecessitytoshiftfroma premise
of reliability to one of risk regarding artificial intelligence. That is equivalent to a move
from fixity to nimbleness in responding to changing circumstances. One good example in
the understanding of risk. Reliability is often associated with the notion of deterministic
outcomes and predictable behavior. However, in complex and dynamic environments,
such as those encountered by artificial intelligence systems, complete reliability may be
unattainable. Recognizing this, the focus shifts towards understanding and managing
risk — the likelihood and impact of adverse events or uncertainties (Bigham et al., 2019).
This embracing of risk implies acknowledging the inherent uncertainty in artificial
intelligence systems and embracing adaptive strategies to cope with it. Rather than striving
for absolute reliability, artificial intelligence systems should be designed to be resilient
and responsive in the face of changing circumstances. This may involve incorporating
mechanisms for real-time monitoring, dynamic adjustment, and learning from experience
(Syed et al., 2023). This nimbleness in responding to changing circumstances requires
agility and flexibility in these applications, incorporating the ability to quickly assess risks,
identify opportunities, and adapt behavior or decision-making strategies accordingly.
Agile artificial intelligence systems will be increasingly capable of dynamically allocate
resources, prioritize tasks, and adjust to new information or objectives as they arise.
Shifting from a mindset of reliability to a mindset of risk necessitates the development
of robust risk management frameworks. These frameworks must provide a systematic
approach to identifying, assessing, mitigating, and monitoring risks throughout the
lifecycle of artificial intelligence usages. By proactively managing risks, organizations can
enhance resilience and reduce the likelihood of adverse outcomes (Jobin et al., 2019).
Naturally, a risk-aware artificial intelligence use needs to be centered in a continuous
learning and improvement capacity, leveraging feedback loops, experimentation, and
data-driven insights to iteratively enhance performance and adapt to evolving challenges.
This iterative approach will increasingly allow artificial intelligence systems to refine their
strategies over time and become more effective in managing risks. The final piece of this
particular puzzle will be put in place by recognizing the limitations of artificial intelligent
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systems in navigating complex and uncertain environments, and, as a consequence,
increasing emphasis on human-in-the-loop approaches (Russell & Norvig, 2021). By
integrating human judgment, expertise, and oversight, artificial intelligent systems can
more adequately complement human decision-making, mitigate risks, and enhance overall
system performance (Parasuraman & Riley, 1997). In general, the shift from a premise of
reliability to one of risk reflects a broader recognition of the inherent uncertainties and
complexities of real-world applications. By embracing risk and fostering nimbleness in
responding to changing circumstances, artificial intelligent models can better navigate
uncertain terrain, adapt to evolving challenges, and ultimately deliver greater value and
impact in diverse domains, to which healthcare is no stranger.

The next in-depth layer is one in which artificial intelligence can appear to disguise
weaknesses as strengths, especially when it comes to certain types of machine learning
models or algorithms. The most blatant example is the imbalance between generalization
and overfitting, occurring when a model learns to perform well on the training data but
fails to generalize to new, unseen data (Igual & Segui, 2024). This can give the illusion
of strength because the model appears to perform exceptionally well on the data it was
trained on. However, when exposed to new data, the weaknesses of the model become
apparent as it fails to make accurate predictions. A visual recognition model can easily
learn to identify ties, on pictures, and associate that to males, if trained with a biased
Wall Street executive data set. This can happen because artificial intelligent models aim
to generalize patterns from training data to make predictions on unseen data. While strong
generalization is desirable, over-reliance on specific patterns in the training data can lead
to overfitting, where the model fails to generalize effectively. Recognizing the balance
between generalization and overfitting is crucial for ensuring robustness. Thoroughly
testing artificial intelligence systems on diverse datasets, scrutinizing their decision-
making processes, and mitigating biases and vulnerabilities, allows users to uncover, and
address weaknesses disguised as strengths, leading to more reliable and trustworthy
solutions.

As the analysis keeps going deeper, it arrives at the realization thar artificial
intelligence cultivates instability. A collective that has come to expect that things have and
will operate without interruption and that blockages are either serendipitous or negligible
in impact is, undoubtedly, much less prepared when these principles are threatened. The
dependency on artificial intelligence is becoming increasingly integrated into various
aspects of society and there is a growing dependency on their functionality. Individual,
organizations, governments, and supranational institutions (like the United Nations
and the World Health Organization) rely evermore on artificial intelligence for decision-
making, automation, and optimization of processes (Bostrom, 2014). However, this
dependency can create instability if these functions experience failures or disruptions. This
widespread adoption of artificial intelligent solutions may foster a collective expectation
of continuity and seamless operation. When these solutions function as expected,
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they reinforce the perception that contrarieties are minimal. However, this expectation
can lead to complacency and vulnerability if systems encounter unexpected challenges
or malfunctions (Parasuraman et al., 2000). It follows that, when artificial intelligence
applications fail or encounter blockages, the impact can be significant, especially if they
are relied upon for critical tasks or services. Disruptions in technological-driven processes
can disrupt supply chains, financial markets, communication networks, and other essential
functions and critical systems (like nuclear power stations), leading to economic losses,
social unrest, or even safety risks. Cultivating resilience and adaptability in the face of this
potentialinstability requires proactive measuresto anticipate and mitigaterisks,as mentioned
prior. This may involve diversifying technological dependencies, building redundancy
into critical systems, and developing human-centric approaches to decision-making and
problem-solving (Bigham et al., 2019; Jobin et al., 2019). In summary, artificial intelligence
technologies also pose challenges related to stability and resilience. By recognizing the
potential for instability inherent in these systems and taking proactive measures to address
risks, stakeholders can better navigate the complexities of an artificial intelligence driven
world and build more robust and sustainable systems.

At last arrived at the deepest place, the center of and coldest place in, the universe,
according to Aristotle, the center of Earth and Hell, according to Dante, one must
contemplate artificial intelligence in the light of what can be called Luciferian semiotics, a
voyage into the symbolic or metaphorical implications of artificial intelligence. In various
mythologies and belief systems, Lucifer (Luciferian symbolism) is often associated with
themes of rebellion, enlightenment, and the pursuit of knowledge. Lucifer is often depicted
as the carrier of the light (Hanegraaff, 2013). The term Luciferian may thus connote the
pursuit of knowledge or power that challenges established norms or authority structures.
Semiotics refers to the study of signs and symbols and their interpretation. In the context
of artificial intelligence, semiotics encompasses the symbolic meanings associated with
artificial intelligence, including notions of intelligence, autonomy, and control (Binder, 2024).
Artificial intelligence is often perceived as a symbol of strength and capability, given its
ability to process vast amounts of data, make complex decisions, and automate tasks
with efficiency. This perception of strength may be reinforced by the impressive feats
accomplished by these solutions in various domains. However, as shown throughout the text,
objects or entities that appear strong may, in fact, possess vulnerabilities or weaknesses that
are not immediately apparent. This reversal of expectations can be seen as a manifestation
of the Luciferian symbolism, where the pursuit of knowledge or power leads to a reevaluation
of established truths or assumptions. Artificial intelligence models and systems, despite
their perceived strength, can exhibit vulnerabilities or limitations in certain contexts. These
weaknesses may become more visible over time as artificial intelligence technologies are
subjected to scrutiny, experimentation, and real-world deployment. The exploration of the
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Luciferian semiotics raises broader ethical and philosophical questions (Bostrom, 2014)
about the nature of power, knowledge, and control in the age of artificial intelligence.
It prompts reflections on the unintended consequences of technological advancement
and the need for responsible stewardship of all technologies. In summary, the Luciferian
semiotics applied to artificial intelligence invites us to consider the symbolic meanings and
implications of artificial intelligence, including the ways in which perceptions of strength
and power may be subverted or challenged by deeper exploration and understanding.
It underscores the importance of critical inquiry and ethical reflection in navigating the
complexities of artificial intelligence and its impact on societies, public policies, and
political systems.

Given all the above, the use of artificial intelligence in the combat against pandemics,
quid juris? Maybe, probably, humanities best course of action is to continue to rely on
the human factor. Humans make more errors, there is no question about that. But most
of those errors are small and inconsequent. They may originate individual tragedies
but not global ones. Artificial intelligent models to deal with outbreaks, epidemics, and
pandemics, as well as other artificial intelligence reliant medical applications might be
almost error free. But that one error may doom all.

8. Al and Fundamental Rights

The impact of Al on fundamental rights is so relevant that it has not gone unnoticed
by the Al Act, which in article 27 requires that high-risk systems must be subject to an
impact assessment on fundamental rights. The main purpose of the impact assessment
of Al systems is to identify and mitigate the potential risks that these systems may pose
to people’s fundamental rights. This is especially important when it comes to high-risk
Al systems, which have the potential to significantly affect people’s lives and well-being.
To summarise, in view of the negative impacts of Al, we have not opted to abandon
Al, but rather, in order to take advantage of its positive impacts, to classify Al systems
according to risk and through their prior, concomitant and a posteriori control.

There are several relationships that can be established between Al and fundamental
rights, in particular the impact that Al can have on the fulfilment of fundamental rights
and, in a different sense, the impact that Al can have on the violation of fundamental
rights. In any case, it is reasonable to believe that, as the FRA'? points out, even in
a restricted context, the lack of a large body of empirical data on the wide range of rights
involved in Al makes it fragile to provide the necessary safeguards to ensure that the use
of Al is effectively in line with fundamental rights.

10 FRA - European Union Agency for Fundamental Rights, Getting the future right — Artificial intelligence and

fundamental rights — Report, Publications Office of the European Union, 2020.
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The main argument in favour of using Al is efficiency (Pedro, 2023). As far as the
challenges are concerned, the main concerns are the violation of fundamental rights. Thus,
among the main candidates for fundamental rights potentially harmed by Al are the right
to the protection of personal data (Gomez Abeja, 2022) and the right to non-discrimination
(Gomez Abeja, 2022), the right to effective judicial protection (Shaelou & Razmetaeva, 2023),
the right to freedom of information, the right to suffrage and the right of access to public
information (Gomez Abeja, 2022).

Returning to the work of the FRA'1, the use of Al can have an impact on fundamental
rights, imposing the need to guarantee the non-discriminatory use of Al (right to non-
discrimination); the requirement to process data lawfully (right to personal data protection);
and the possibility of lodging complaints about Al-based decisions and lodging appeals
(right to an effective remedy and to an impartial tribunal).

Finally, it should also be emphasised that the relationship between Al and
fundamental rights can be richer, at least in the following dimensions: confronting
implicit fundamental rights (Gémez Colomer, 2023), such as the principle of the rule of
law and the principle of the natural judge, and the emergence of «<new» or «renewed»
fundamental rights (Shaelou & Razmetaeva, 2023), such as the right to be forgotten
(Gomez Abeja, 2022), the «right not to be subject to automatic decisions and automatic
treatment» in the broad sense (Shaelou & Razmetaeva, 2023); the «right to influence your
digital footprint» (Shaelou & Razmetaeva, 2023), and new rights, such as the ‘right not to be
manipulated’, the ‘right to be informed neutrally online” and the ‘right to meaningful human
contact’, the ‘right not to be measured, analysed or trained’ (Shaelou & Razmetaeva, 2023).

9. Pandemics and Fundamental Rights

The pandemic situation, as happened with COVID-19, called for the admission of publiclegal
regimes of exceptionality (alongside normality regimes), which is nothing new — before all
time (Gomes & Pedro, 2020) - just by looking at the Latin brocardo «Necessitas non habet
legem, sed ipsa sibi facit legem». It was this brocardo that justified extraordinary powers
in Roman law, exercisable in cases where it was necessary to deal with an unforeseeable
situation that required an immediate decision, with no possibility of postponement.

The need for a legal system of exceptionality, and therefore its mobilisation, has
become more evident in recent times. The configuration of the current risk society
(Beck, 1986) and the fact that we live in a globalised world (economically and socially)
in which, despite physical distance, everything seems to be close by, as the (still) current
health crisis caused by the outbreak of COVID-19 - which in the space of a few months
has spread from its source (China — Wuhan city) to the whole world (Pedro, 2022) - has
greatly contributed to this.

1 bid.
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In the face of disasters of this kind, public law could not and cannot remain indifferent,
in other words, given the damaging effects that public disasters have on the «salus populi»,
it is easily understandable that public bodies must use all the means at their disposal
to restore normality (Alvarez Garcia, 1996). Therefore, in order to guarantee the rule of
law, it is essential to provide for regimes that are flexible enough to respond to public
interests that are threatened — regimes that make it possible to respond to states of public
necessity, or, in other words, public law regimes of exceptionality.

Within a framework of real normality, public law is governed by the principle of
the legality of public action — which therefore corresponds to a framework of legal
normality. The problem arises whenever reality temporarily changes in a radical way,
creating situations of imminent or real danger for the community and in which the public
law of normality does not offer an adequate response, and the idea of maintaining the
democratic rule of law imposes the need for exceptional legal regimes to come into
play — «jus extremae necessitatis» — so that normality is restored in the short term and
the legal regimes of normality return to force. What is at stake is an alternative legality, an
exceptional legality of exceptionality (Correia, 1987) — a substitute and temporary legality.

Thus, as a rule, in exceptional situations, a state of siege or a state of emergency,
respecting the principle of proportionality, some fundamental rights can be suspended.
Despite this permission, it should be noted that not all fundamental rights can be suspended,
as is the case with the rights to life, personal integrity, personal identity, civil capacity and
citizenship, the non-retroactivity of criminal law, the right of defence of defendants and
freedom of conscience and religion.

10. Possible Relationships between Al and Fundamental Rights
in Combating Pandemics

In democratic states governed by the rule of law, the consideration of the use of Al to
combat pandemics generally involves respect for fundamental rights. This requires,
on the one hand, consideration of the impact that the use of Al has on certain fundamental
rights, taking into account the risks that each specific Al system entails and, on the other
hand, that the context of a pandemic, as happened with COVID-19, calls for a legality
of exception, which may allow for the restriction of certain fundamental rights, with a view
to safeguarding values such as public health, in order to restore a situation of normality.

Conclusions

Struggling diseases and pandemics today requires a comprehensive approach, uniting
the efforts of doctors, medical organizations and states. Artificial intelligence is
a promising tool, capable of radically changing the methods of counteracting epidemics
and pandemics. Its potential lies in analyzing big data, forecasting disease outbursts,
accelerating development of medication, personalization of treatment and optimization
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of resources distribution. Examples of Al use, such as early detection of outburst through
analysis of social networks data, facilitation of search for medication and improved
contact tracing, demonstrate its significance in struggling global threats to health.

However,introduction of Alinto healthcareisaccompanied by anumberof challenges.
These include data bias problems, algorithm complexity, risks of excessive dependence
on technologies, and ethical dilemmas related to fundamental rights. Using Al to struggle
pandemics requires observing a balance between innovations, ethics and human
rights protection, including the right to privacy, freedom and equal access to medical
assistance.

Hence, Al, despite its revolutionary capabilities, is not a panacea. Its use should
be accompanied by a critical analysis of potential risks and requires developing
legal and ethical mechanisms to ensure safe and fair use of technologies. Only after
addressing these aspects, Al may become an effective tool to struggle diseases without
threatening fundamental rights and freedoms.
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MCKYCCTBEHHBIN MHTENNEKT B 3[4paBOOXPAHEHNH:
GanaHc MHHOBALLMM, ITHKY 1 3aLLLUTbI NPAB YeoBeKa

Meapo Murenb Ansec Pubenpo Koppeis () *

Koum6bpckuii yHnBepcuteT, Koumépa, Moptyranus

Pukappao Jlonec [uHuuc lNepgpo
JlnccaboHckuin yHuBepcuTeT, JinccaboH, MNopTtyranusa
CycaHa Bugenpa

JnccaboHckuin yHusepcuTeT, JinccaboH, MNopTyranusa

KnioueBble cnoea AHHOTauUuA

3almTa faHHbIX, Lienb: onpenennTb KtoYeBble 3TUYECKUE, NMPaBOBblie U CoLMalbHble
3[paBoOOXpaHeHuUe, BbI30Bbl, CBA3aHHble C WUCMO/Ib30BaHNMEM MWCKYCCTBEHHOIO WHTeNNeKTa
NCKYCCTBEHHbI UHTENNEKT, B 3[1paBOOXPaHeHUN, a TakxKe paspaboTaTb peKoMeHAauun ans co3gaHus
npaBa 4enoBekKa, afjanTUBHbBIX MPaBOBbIX MeXaHW3MOB, CMOCOGHbIX o6ecrneynTb 6GanaHc
npaeo, MeXay WHHOBaLMAMMW, STUYECKMM pErynpoBaHMEM W 3awmton (QyHAaa-
npaBoBOe peryimpoBaHue, MEHTaJIbHbIX NpaB YesloBeKa.

NPeAMKTUBHAA aHAIMTUKa, MeTtopbl: B xoae uccnefoBaHus 6bis peann3oBaH MHOroacneKTHbIA MeTo-
¢yHAameHTanbHble Npasa, J0NOrnM4yecKnin Noaxo[, UHTErpupyoLLLNi Knaccuyeckne npaBoBble MeTOAbl
3TUKa, aHanmM3a c COBPEMEHHbIMW MHCTPYMEHTaMW CPaBHUTENIbHOIO NpaBoBee-
3TMYecKoe perynupoBaHue Hus. [JaHHOe nccnefoBaHMe OXBaTbiBaEeT Kak QyHAaMeHTasbHble OCHOBbI

NMpaBOBOro PeryiMpoBaHus LMpoBbIX TEXHONIOMUIA B MeauLMHCKow chepe,
TaK U ry60KMWi aHanmns aTUYECKNX, MPABOBbIX M COLMaNbHbIX UMMIMKaLMA
BHELPEHNSA WCKYCCTBEHHOIO WHTEN/EKTa B CUCTEMY 34pPaBOOXPaHEHMS.
Takoi KOMMeKCHbIV Noaxoh No3Bosiva 06ecrneynTb BCECTOPOHHEE MOHU-
MaHue npo6nemMaTuku n chopMmupoBaTb 060CHOBaHHbIE BbIBOAbI OTHOCU-
Tes/IbHO NepcneKTUB pas3BUTUS AaHHON o6nacTw.

PesynbTaTbl: BbIIBNIeH pAfd cepbesHblX NpobneM, CBA3aHHbIX C UCMOSb-
30BaHMEM WCKYCCTBEHHOIO WHTenseKTa B 3ApaBooxpaHeHun. K Hum
OTHOCATCA HEOOBbEKTUBHOCTb AaHHbIX, HEMPO3PaYHOCTb CAOXHbIX anro-
PUTMOB U PUCKWU HApYLUEHUS] HEMPUKOCHOBEHHOCTM YaCTHOM XXU3HU. ITU
npo6sieMbl MOryT MoOAOpPBaTb AOBepuUe 06LLecTBa K TEXHOMOMMSIM UCKYC-
CTBEHHOIO MHTE/JIEKTa U yCyrybutb HEpaABEHCTBO B JOCTYMNe K MeauLnH-
CKWUM ycnyram. ABTOpbl MPUXOAAT K BbIBOAY, YTO MHTErpaLusi UCKYCCTBEH-
HOrO MHTEJINIEKTa B CUCTEMY 34paBOOXPaHEHUsI AOJKHA OCYLLIECTBNATLCS
C yyeToM yHAaMeHTasNbHbIX NPaB, TaKUX Kak 3aliuTa JaHHbIX U 3anpeT
JVUCKPUMMHALIMK, @ TaK)XKe COOTBETCTBOBATb 3TUYECKMM HOpMaM.
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Hay-ma;l HOBU3HaA: COCTOUT B NpeanoXxeHnum Sd)d)eKTMBHbIX MexXaHNU3MoB
ynpaBneHna anAa CHMXeHna puckoe U MakCUMmn3auunm noteHunana UCKycC-
CTBEHHOIo0 MHTENJIEKTAa B KPU3UCHbIX CUTYaLUAX. Ocoboe BHUMaHUe yaoe-
naeTca perynatuBHbiM MepaM, TakKUM KakK OUeHKa BJIUAHUA, nNpenycMo-
TpeHHadA 3akoHOM 06 NCKYCCTBEHHOM WHTEJIEKTE. 3tn Mepbl UrparoT
KNH4YEBYKO pPOJib B BbIABJIEHUM U MUHUMU3aAUMU PUCKOB, CBA3aHHbIX
C BbICOKOPUCKOBbIMU CUCTEMAMUN UCKYCCTBEHHOIO MHTEJINIEKTA, obecneyu-
Basd CO6J'II-Oﬂ,eHVIe 3TUYECKUX HOPM U 3alLlUTY OCHOBHbIX NpaB.

MNpakTuyeckas 3HAYMMOCTb: 3aKJ/IlOYaeTcs B paspaboTke afanTUBHbIX
NMpaBOBbIX MeXaHW3MOB, KOTOpble MOAAEPXKMUBAIOT [AeMOoKpaTuyeckue
HOPMbI W OMepaTUBHO pearvpyroT Ha BO3HMKaKLWMe Bbi30Bbl B 061aCTU
06LLEeCTBEHHOIO 3ApaBoOXpaHeHust. MpeasioXeHHble MexaHW3Mbl NMO3BO-
NAT JOCTMYb 6anaHca MeXay UCrMofib30BaHMEM UCKYCCTBEHHOMO UHTES-
neKTa ANs yNpaBneHUs KPpUsMCHbIMKU CUTYyaLMUsMU U COXPaHEHUEM MpaB
yenoBeka. ATO CMOCOGCTBYET YKPENJIEHUIO AOBEPUA K CUCTEMAM WCKYC-
CTBEHHOIO MHTEJINIEKTAa U UX YCTONYMBOMY MOSIOXKUTENTBHOMY BIIVAIHUIO Ha
06LeCcTBEHHOE 3 paBOOXpPaHEHME.
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