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security cases from various countries. This multi-level approach allows not only
identifying key problems, but also proposing adapted solutions that take

into account the specifics of crimes related to artificial intelligence.

Results: the research shows that the existing norms on product quality
and negligence are not effective enough to regulate crimes related to
artificial intelligence. The main obstacles are technological complexity,
lack of precedents, lack of consumer awareness, and jurisdictional issues.
The author concludes that effective regulation requires a global system
that includes clear principles of responsibility, strict safety standards,
and constant adaptation to new challenges.

Scientific novelty: the paper represents a unique approach to the crimes
related to artificial intelligence through the prism of hybrid application
of existing legal mechanisms. It offers a new perspective on the problem,
combining theoretical analysis with practical recommendations based
on case study.
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Practical significance: recommendations for legislators and regulators
were developed. The author emphasizes the need to create specialized
agencies, introduce educational programs for citizens and employees,
and to provide funding for research in the field of explicable artificial
intelligence and security standards. These measures are aimed at forming
astableregulatory system capable of effectively countering crimes related
to the use of artificial intelligence. The work opens up new horizons for
further research on the regulation of Al technologies and emphasizes
the need for international cooperation and an interdisciplinary approach.
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Introduction

Artificial Intelligence (Al) assisted crimes, or Al crimes (AICs) is a new but well-known
term applied to refer to crimes that utilize Al for criminal activities. This comprises Al
as a tool for criminals, generating forged deepfakes for fraud or social engineering for
deception and manipulation’. Al technologies may also be used by criminals intending

1 Center for Al Crime. (2023). About Al Crimes. https://clck.ru/3Gpr34

https://www.lawjournal.digital




Journal of Digital Technologies and Law, 2025, 3(1) elSSN 2949-2483

to bypass security systems or to manipulate their decision-making (King et al, 2021).
Al's emergent erudition allows unprecedented and potentially more widespread crimes
while making it intricate to establish necessary safeguards?.

As Al is gaining potency, its potential for criminal misuse also gets bigger. This
would lead to spanking new types of criminal activities that increase with leaps and
bounces, and more victims. Are we equipped to deal with this? A rushed regulation now
could result in an outdated regulation in the coming days.

The applicability of existing laws to novel AIC is a complex subject. Whilst some
argue that the existing legal frameworks are versatile and can adjust to these novel
offenses for instance, Al-generated deepfakes used for financial fraud can be dealt with
fraud laws (criminal laws). However, others draw attention to its limitations in dealing
with such offences. Sukhodolov et al. (2020) believes that the existing laws may not
adequately address AIC’s aspects like criminal intent, which is customarily applied
to human beings. The obscure nature of Al algorithms seldom allows us to associate
responsibility (Sukhodolov et al., 2020).

Lack of clarity on liability, responsibility gap, inadequate legal regime, difficulty
in determining fault, and jurisdictional challenges may be identified as some of the
important reasons why the existing criminal laws would stand deficient in handling
AICs. Further, the application of criminal laws for crimes associated with Al technologies
or products necessitates the establishment of elements of intent and attribution.
It needs to be proved beyond doubt that the AIC was committed with ‘mens rea’- a guilty
mind and that the AIC ought to be associated with the subject committing it. But, what
if they unintentionally harm humans? It is also quite difficult to attribute the offence
to the programmer, manufacturer, or user of Al. This confusion would only get in the way
of prosecution and effective deterrence. Efforts are therefore required to enact a more
robust legal framework for this ever-evolving Al technology.

Contrary to criminal laws, civil laws primarily focus on duty and foreseeability
which can be more readily applied to AICs. The onus here is on granting compensation
to victims and not imprisonment or harsh punishment to criminals. Considering
the nature of AICs, if this is allowed, the victims shall receive compensation but these
won't necessarily deter future crimes. However, Al harms not always rise to the level
of heinous crimes. In principle, existing traditional tort laws such as the ‘Product

Liability’ Law and ‘Negligence’ Law are quite capable of handling the AICs as these laws

2 Markoff, J. (2016, October 23). As Artificial Intelligence Evolves, So Does Its Criminal Potential. The New

York Times. https://clck.ru/3Gpr5Z
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aim to balance public safety, responsibility, and growth. Yet, to what degree is a matter
of investigation?

In case of defective products, the customer’s rights are protected by ‘Product
Liability’ laws as manufacturers, distributors, and sellers are held responsible for such
acts. Likewise, if an Al system malfunctions or causes damages or harm the developer
or manufacturer may be held accountable for such defects (Scherer, 2015). On the other
hand, ‘Negligence’ laws necessitate individuals to take due care in exercising actions
to prevent harm. It is possible to apply these laws to AICs when individuals fail to prevent
the misuse of Al systems for criminal activities (Zhao, 2024). Independent decision-
making, learning capabilities, and the lack of human involvement in criminal acts are
some of the unique challenges that are posed by Al systems. Therefore, a specialized
legal framework to counter AICs establishing clear guidelines for the determination
of liability, responsibility and jurisdiction is the need of the hour.

Ideally, for a win-win situation for all Al stakeholders, the Al regulating framework
shall be based on ‘PEEC’ doctrine, i.e. on considerations of ‘public interest’ and ‘principles
of environmental sustainability’, ‘economic development’ and ‘criminal law’ (Neelkanth
Bhatt & Jaikishen Bhatt, 2023).

The present study hypothesizes that “a hybrid application of existing ‘Product
Liability’ Law (PLL) and ‘Negligence’ Law (NL) offers a robust legal framework for
artificial intelligence crimes”. The study aims to validate this idea through systematic
investigation and undertake a case-study-based protocol to analyze the effectiveness
of PLL and NL approaches for AICs. Through this, the present study hopes to lead into
the discussion on how Al can best be regulated for a flourishing society.

1. Review of Literature

The pertinent prerequisites of existing criminal law make it difficult to regulate AICs
(Qatawneh et al., 2023; Abbot & Sarch, 2019; Shestak et al., 2019). Application of traditional
principles of ‘Mens Rea’ & ‘Actus Reus’ is difficult in cases of AICs (Abbot & Sarch,
2019; Shestak et al., 2019). World over, there is a strong consensus for the creation
of legislative reforms for AICs. This includes ideas to cover AICs through criminal laws
(Qatawneh et al., 2023; Neelkanth Bhatt & Jaikishen Bhatt, 2023; Shestak et al., 2019;
Khisamova & Begishev, 2019). Few suggest modest changes to existing laws, whereas
others are of the view of changing them drastically (Abbot & Sarch, 2019; Khisamova
& Begishev, 2019). To mitigate associated risks, there is an urgent requirement for
standardization and certification in the design, development and deployment of Al
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technologies (Khisamova & Begishev, 2019; Broadhurst et al., 2019). There is also
significant concern regarding the potential for Al to infringe on fundamental rights and
perpetuate biases; Al can play the dual role of crime enabler and preventer (Broadhurst et
al., 2019; lvan & Manea, 2022). Shestak et al. (2019) & Khan et al. (2021) discuss various
models of Al liability under certain conditions, though the independent actions of Al forms
often make the applicability of laws quite complex. Though Al systems have the potential
to enable crimes, considering their future, a lot of uncertainty can be associated with them
(King etal., 2021). The existing legal framework is scanty in the determination of culpability
in crimes involving the use of Al as a tool (Dremliuga & Prisckina, 2020). Al technologies
can perhaps meet the criteria for criminal liability, still, additional regulatory efforts are
essential to address these challenges (Lagioia & Sartor, 2019).

A focused legal framework for addressing AICs must consider several vital basics,
including the establishment of unambiguous guidelines for liability and responsibility in
cases involving Al, the implementation of vigorous standards for the development and
deployment of Al systems, and formation of regulatory bodies to oversee and enforce
these principles. In addition, such a framework ought to incorporate instruments for
continuous monitoring and its updations to match the rapid technological advancements,
coping with international cooperation to address the global nature of AICs (Binns, 2018;
Calo, 2019; Gless, 2019). The framework is supposed to prioritize protective actions,
including mandatory safety audits and ethical impact assessments for the development
of Al (Jobin et al,, 2019). It has to adapt to the evolving nature of Al systems, with
channels for ongoing review and revision.

Leveraging an amalgamated tool that blends product liability principles with
negligence law has the potential to address the crucial nitty-gritty of a dedicated Al
crime framework. Product liability laws, having focus on design defects and standards
of safety (Solum, 2020), could assign responsibility to developers for inbuilt flaws in
Al systems. Negligence law, underlining the duty of care (Kingston, 2016), could hold
humans accountable for projected risks taking place due to improper deployment
or use of Al systems. This hybrid approach could offer a comprehensive means for
assigning culpability and promoting preventative actions in the development & use
of Al systems.

At present, there is a paucity of established legal frameworks exclusively addressing
AICs across both developed and developing nations. The European Union (EU) by way
of General Data Protection Regulation (GDPR) and Al Act Proposal is taking significant

https://www.lawjournal.digital




Journal of Digital Technologies and Law, 2025, 3(1) elSSN 2949-2483

strides in addressing the challenges posed by Al technologies?, 4. The United States lacks
overarching regulation but various agencies have guidelines®. Singapore has proposed
a model Al governance frameworké. In 2021, China imposed several sector-specific
regulations in the form of Guiding Opinions on Regulating Scientific and Technological
Activities in the Field of Artificial Intelligence (Li, 2023).

The Russian approach focuses on development and support and not on stricter
regulations. Russia proposes aroad map of the development of breakthrough technologies
‘Neurotechnology and Al' through ‘National Strategy for the Development of Artificial
Intelligencefortheperioduntil20307. Indiatoo,does nothave overarchingregulationinstead
there are reports by four Committees on various aspects of Al outlining recommendations
for the ethical development of Al systems®. There are no comprehensive legal regulations
on Al technology in Japan, though the Protection of Personal Information Act of 2020,
deals with some aspects relating to Al systems®. South Korea too has a Framework for
Ethical Development and Use of Artificial Intelligence (2020) which are rather non-binding
guidelines19.

The EU’s proposal of the Al act incorporates adherence to strict safety standards and
clear lines of liability in case of harm emphasizing risk management of Al systems. The
USA has numerous guidelines to deal with AICs all focusing on fairness, accountability,
and reduction of harm. The principles of current set of standards/guidelines in both EU &
USA aligns with ‘Product Liability Laws’ and ‘Negligence Laws'.

2. Methodology

The present study employs a rational, logical, comprehensive, and multi-layered
approach to scientifically examine the hypothesis. To gain valuable insight and a proper
understanding of the external factors influencing the hypothesis ‘PESTEL (Political,

European Commission. https://goo.su/y3Zuwv

lapp.org (International Association of Privacy Professionals). Global Al Law and Policy Tracker. https://
clck.ru/3Gpsti

5 National Institute of Standards and Technology (NIST). https://clck.ru/3GpszK
Singapore’s Al Governance webpage. https://goo.su/uBEdf

Russia: Current status and development of Al regulations. (2024, May 24). Data Guidance. https://clck.
ru/3GptAx

Government of India. (2018). Reports of various Committees on Artificial Intelligence. https://goo.su/HI9dNS
Personal Information Protection Commission, Japan. https://clck.ru/3GptNg

10 Ministry of Science and ICT (MSIT), South Korea (2020). Framework for Ethical Development and Use
of Artificial Intelligence. https://clck.ru/3GptTi
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Economic, Social, Technological, Environmental, and Legal) analysis has been carried
out for the identification of factors that are beyond immediate control but could
significantly impact the hypothesis. Rather than addressing the symptoms, this study
attempts to address the real issue by delving deeper into systematic identification
of the root cause of the problem by performing the ‘Five Whys’ analysis.

Further, to evaluate perceptions and to broaden our perspective the study utilized
various case studies for comparing existing ‘Product Liability Laws’ and ‘Negligence
Laws’ across various countries which was followed by examining successful solutions
that were effectively implemented in other fields too. This integrated analysis allowed
to propose solutions tailored to address the identified root cause. It also facilitated the
adaption of these solutions to their potential effects.

This multi-faceted robust methodology not only examined a wider context but
also endorsed a thorough investigation of the proposed hypothesis that just went
beyond superficial analysis and offered a versatile understanding of the issue and its
potential solutions that are required for proposing a robust legal framework for Al. The
methodology’s strength lies in this holistic approach which allows theoretically sound
and practically viable solutions.

3. Results and Discussion
3.1. PESTEL Analysis

Purely quantitative methods in strategic planning very seldom offer the distinct
advantage required to test a hypothesis. Qualitative methods perform excellently well
when it is desired to measure internal performance or capture market trends, but it has
very limited potential to capture the broader environment. Conversely, ‘PESTEL allows
systematic examination of Political, Economic, Social, Technological, Environmental,
and Legal factors with a holistic view of external factors contributing to a company’s
success (Yiiksel, 2012). This approach allows to counter the dynamism of Al systems
and enables a comprehensive understanding of associated potential threats and
opportunities of the hypothesis.

Detailed Comparison of Specific Sections/Articles and Penalties as covered by PLL
and NL of various countries is presented in Fig. 1. This comparison lays the foundation
to perform further analysis. A Comprehensive ‘PESTEL analysis of ‘Product Liability
Laws’ & ‘Negligence Laws’ across various countries is presented at Table 1.
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Restatement (Third)
of Torts

Section 2.
Section 402A

Compensatory damages,
Punitive damages for
egregious conduct

Second of Tords
(Commons Law)

Negligence Principles

Compensatory damages,
Punitive damages

Consumer Protection
Act — 1987

Section 2.
Section 5

Compensatory damages,
Fines & Recall orders

(Common Law)

Negligence Principles

Compensatory damages,
Injunctive Relief

Consumer Protection

Section 2(34).

Compensation for harm,

Act - 2019 Section 83 to 87 & 89 fines, imprisonment
Compensatory damages,
Tort Law Negligence Principles Criminal liability for gross

negligence

Product Quality Law

Article 40

Compensatory damages,
administrative fines,
product recalls

Tort Liability Law

Article 41 to 45

Compensatory damages,
moral damages, possible
criminal penalties

Compensatory damages,

Civil Code Article 1095 to 1098 moral damages, fines,
suspension of business
Consumer protection law Article 14 Compensatory damages,

moral damages, fines

Comparison of Existing Laws across Countries

Table 1. PESTEL Analysis on Existing Product Liability & Negligence Laws
of Various Countries

Factors USA UK India China Russia
1. Pro-Consumer 1. Stable political 1. Growing focus on 1. Centralized 1. Strong political
Political Change base, strong support  consumer protection  political control will for consumer
for consumer rights & rights enables swift protection, at
‘_8 changes in times inconsistent
= regulations implementation
o
o 2. Tug-of-war among 2. Changes in 2. Bureaucratic 2. Strong government 2. Government control
Consumers, Legal Regulations due to hurdles to strong will for technological  over systems
System & Industries  Brexit implementation advancement with
consumer protection
1. High litigation 1. Regulatory 1. Economic burden 1. Economic 1. Significant economic
o costs compliance burden of compensation and penalties adversely fines and sanctions for
€ fines impact business damages
oS
5 2. High economic 2. Adverse economic 2. Compared to the 2. High cost of 2. Suspension of
8 incentives for impact on business ~ Western world lower  compliance with business activities due

compliance

due to recalls and
compensations

cost of litigation

stringent product
safety laws

to non-compliance
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End of Tablel
1. Higher consumer 1. Strong 1. Media and 1. Growing product 1. Consumer
awareness & movements for government efforts  demands with a awareness and
activism consumer rights are pivotal in high awareness activism are growing
creating consumer  level

= awareness

3

@ 2. Class action 2. High public 2. Societal push 2. Influence of 2. Growing public
lawsuits are a awareness of safety for stringent social media on demand for
powerful tool and product issues  regulations public opinion and harsher regulations
for protecting regulatory norms and effective
consumers' rights implementation
1. Advancement 1. High 1. Technological 1. Rapid growth in 1. Technological
in technology technological advancements for Al and consumer advancements

_ influences product  innovations product safety electronics for product

S design and safety impacting the manufacturing and

'g) safety of products safety

2

5 2. Increasing 2. Adoption 2. Growing use of Al 2. Integration of 2. Novel technological

2 the use of Al of Aland loT for regulation technology for adoptions for
for compliance for regulatory regulative measures regulations
monitoring and compliance
defect detection
1. Environmental 1. Strong 1. Increasing 1. Stringent 1. Eco-compliance
considerations for environmental regulations for environmental laws  for product liability

_ product liability regulations environmental to regulate products

g affecting product protection for

[} standards various products

£

g 2. Emphasis 2. Focus on 2. Efforts to 2. Government 2. Emphasis on

S on eco-friendly environmental reduce harmful emphasis on green  compliance with
and sustainable sustainability environmental and sustainable environmental
products effects of products  products standards for

products

1. Comprehensive 1. Strict liability by 1. Consumer 1. Strict liability 1. Strict provision
framework to deal way of Consumer Protection Act, provisions in for liability and
with legal aspects Protection Act 1987 2019 with ample Product Quality Law negligence in Civil
of products provisions on and Tort Liability Code and Consumer

g product liability Law Protection Law

et
2. Strict liability 2. Strong 2. Fines, 2. Compensatory 2. Compensatory
and well-defined compensatory compensation,and  damages, and moral damages
compensatory and  damages and recall  imprisonment for administrative fines and suspension of
punitive norms orders violations and recalls business as penalty

The PESTEL analysis demonstrates an intricate global setting for product liability,
especially for Al. The USA, UK, China, and Russia claim wide-ranging legal frameworks
covering products, and enforcement challenges transpire in India. Strong political
support for consumer protection can be observed in the US and UK. Economically, US
companies are burdened with high litigation costs, while India faces a compliance burden.
Technological advancements in the UK, USA, and China assist compliance, nonetheless,
enforcement gaps are quite evident in some regions. The USA and UK set a high bar
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through stringent environmental regulations, yet enforcement varies worldwide. The
emergent universal focus on consumer safety offers an opportunity for coherent legal
standards, but differing versions and actions pose a risk.

The analysis also revealed unambiguous opportunities for global regulations
of product safety especially for Al systems that are driven by rising consumer
awareness and concerns with technological advancements. The PESTEL analysis
was conducted for validation of the hypothesis. It can be inferred that even a hybrid
application of PLL and NL would require fine-tuning to these prevalent regulations
to address AICs. The existing laws have been designed for physical products that may
not holistically cover artificially intelligent systems. Enforcement challenges and the
rapid pace of development in the field of Al would hinder the effectiveness of ordinary
regulations. In these contexts, the new holistic framework that lays Al-specific liability
regimes with a focus on transparency and enhanced revelation of how the Al system
works would facilitate harmonizing global standards to deal with AICs for ensuring its
consistent enforcement across countries.

3.2. Root Cause Analysis

Root Cause Analysis (RCA) is a decisive tool for testing a particular hypothesis, mostly
when dealing with multifaceted phenomena (Barsalou, 2014). This analysis allows us
to systematically investigate the cause-and-effect relationship for any observation.
It helps identification of flaws in the hypothesis and allows adjustments required to
ensure the accuracy of the adopted research design (Barsalou, 2014). This convergent
process reinforces the overall investigation and leads to more substantial inferences.

Fig. 2 shows the Ishikawa diagram (cause and effect diagram) for the ineffectiveness
of existing PLL & NL in dealing with AICs.

The diagram noticeably demonstrates that the rapid evolution of Al technologies,
its mismatch with existing regulations, lack of transparency and accountability, and lack
of globally acceptable enforcement mechanism renders the existing framework of PLL
and NL deficient in handling AICs.

The ‘Five Whys' technique is a powerful tool requiring minimal resources or training
for uncovering the root cause of problems across various disciplines (Barsalou &
Starzynska, 2023). The technique involves asking «why» five times in succession which
allows a structured and logical tool for identification of vital factors that contribute
to the issue (Pugna et al., 2016). Repeated questioning peels off any superficial causes
leading to a deeper root cause responsible for the problem on hand.
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Fig. 2. Cause & Effect Relationship of Existing PLL & NL with AICs

Fig. 3 shows a systematic ‘Five Why' analysis of the ineffectiveness of PLL and Fig.
4 shows a systematic ‘Five Why’ analysis of the ineffectiveness of NL in dealing with
AlCs.

The ‘Five Why' analysis on PLL and NL finds these existing laws ineffective in
dealing with unique and unexpected AICs and thus disapproves the hypothesis. The
rapid speed of technological advancements and global market dynamics surpass
the ability of existing legal frameworks to acclimate, leading to dearth of established
standards, deficient regulation, unsatisfactory judicial expertise, limited consumer
awareness, commercial exploitation of legal loopholes, jurisdictional challenges, huge
judicial backlogs, evolving risk perceptions, underfunded judicial and regulatory bodies
and economic pressures that prioritize business interests over consumer protection
are the chief issues that needs prompt remedying and adjustments for leveraging the
existing PLL & NL for AICs.
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Fig. 3. Root Cause Analysis of Ineffectiveness of PLL in Dealing AICs
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3.3. Case Studies: How do countries handle Al crimes?
3.3.1. USA's Greyball Episode

This is a case where a company ‘Uber’ employed “Greyball” — an Al-driven tool to evade
law enforcement in cities where their services were not allowed''. The tool identified,
targeted, and served law enforcement officials with a fake version of the app to dodge
detection. The US Department of Justice and numerous other local authorities initiated
the investigation against ‘Uber’ for this deemed intentional misconduct. Uber agreed to
cease using the tool and had to bear reputational damages and increased regulatory
scrutiny. This is a classic case of regulatory authorities dealing with intentional
misconduct of Al systems and imposition of penalties that would serve as deterrence
to such future acts.

3.3.2. UK's British Airways Data Breach Incident

During 2018, the ‘British Airways’ website utilizing Al systems suffered a data breach
where over 400,000 customers’ personal and financial details were compromised'2.
The company was found negligent in protecting customers’ data by the Information
Commissioner’s Office (ICO). The company’s cooperation in the matter meant that they
were penalized only £20 million against the original proposed fine of £183 million. This
is a typical case where the authorities focused on laying reasonable and proportionate
fines as a means to promote self-regulating measures without fear of harsh punishment.

3.3.3. India's Aadhaar Data Leak Case

Security lapses and negligence in the management of Al-driven databases resulted in the
leakage of millions of citizens’ personal information by the ‘Aadhaar’- ‘India’s Biometric
Identity System’'3. Severe criticism and legal challenges were faced by the Unique
Identification Authority of India (UIDAI) due to the said incident. Stricter compliance
norms and enhanced security features were introduced post this incident. However, the
incident failed to attract any financial penalties due to existing legal frameworks. This is
a perfect demonstration accentuating the need to have a robust framework to effectively
deal with unintentional harm caused by Al systems.

11 Greyball: how Uber used secret software to dodge the law. (2017, March 4). The Guardian. https://clck.

ru/3Gq9ZC
12 BA fined record £20m for customer data breach. (2020, October 16). The Guardian. https://clck.ru/3Gq9d8

13 Aadhaar data leak exposes cyber security flaws. (2023, March 29). The Hindu Business Line. https://clck.

ru/3Gq9hv
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3.3.4. China's Tencent's Deepfakes Episode

During 2019, ‘Tencent’ had to deal with a huge controversy over its deepfakes generating
Al tool. It was perceived that the tool had been misused for fraud and misinformation. This
resulted in swift regulatory actions and China’s new regulations on Al & Deepfake Technology
were implemented. The new regulations require clear labeling and restricting the ill use of
these technologies. The company complied by adjustment to their tool’s functionality. This
is a unique case of proactive legislation which is intended to keep content regulation and
censorship efforts a step ahead of emerging new Al technologies and stricter enforcement
for the prevention of intentional misconduct and misuse of Al technologies™4.

3.3.5. Russia's Sovereign Strategy for Al

Russia has announced plans to avoid Western dominance over Al technologies’s.
The dominance of certain countries in the development of Al would potentially reflect
region-specific biases and this could render digital discrimination and negatively
affect the sovereignty of a country. The Al development strategy adopted by Russia is
unique as it aims to preserve national identity and cultural heritage in the development
of Al technologies. In Russia, contrary to US & UK the development is not led by the
government or the private sector but by the state-owned firms (Petrella et al., 2021).
Russia through ‘Digital Sandboxes’ has introduced a novel experimental legal regime
for Al development where companies are allowed to work on Al systems that are not
currently regulated by existing legislations; facilitating opportunities for these companies
to see how developed Al performs in real-life situations in Moscow and subsequently
throughout Russia’®.

3.4. Key Observations and Insights

The ‘PESTEL Analysis’, ‘Root Cause Analysis’, and the ‘Case Studies’ have revealed
that the advocated hypothesis does not hold good in cases of complex crimes related
to Al technologies. Given the complexities of AICs, a hybrid approach leveraging the
existing framework to deal with AICs is extremely challenging. To deal with AICs we
oughtto establish arobustinternational framework to accommodate several contentious

14 Kharpal, A. (2022, Dec 22). China is about to get tougher on deepfakes in an unprecedented way. Here's

what the rules mean. CNBC. https://clck.ru/3GgAah

Putin to boost Al in Russia to Fight ‘Unacceptable and Dangerous’ Western Monopoly. (2023, November 24).
VAO. https://clck.ru/3GgAsU

16 Mondagq. https://clck.ru/3GgAyM
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issues. Firstly, the framework must clearly define all current and potential AICs. Secondly,
it has to have a wide-ranging proposed set of actions, and procedures for prosecutorial
authorities, and thirdly, harsh penalties for criminal conduct capable of accommodating
rapid technological developmental pace and global market dynamics with incorporation
of traditional elements of ‘mens rea’ and ‘actus reus’. The framework must promote
enforcement, and compliance while being fair to defendants, and customer awareness.
The framework must encourage harmony between national and international bodies and
enhance jurisdictional effectiveness for upholding transboundary stakeholders’ justice,
accountability, and rights.

A few more thought-provoking ideas drawn from vivid sectors need to be investigated
to further understand the level of complexity posed by evolving Al systems. Let us first
considerAlsystemsanalogoustoa‘gun’'whereonlyhumanactorsareheldsolelyresponsible
for its use. This idea cannot withstand the legal test due to unforeseen consequences
of highly evolving Al. Assigning ‘strict liability’ to developers and ‘personhood’ to certain
Al is yet another potential approach to regulating Al. However, certain Als are built
to evolve and make their own decisions which makes it extremely difficult to regulate Al
even through this idea. Yet another idea is to consider the unforeseen and unintended
act of Al analogous to an ‘act of god’, but this idea also lacks the test of intention which
is not present in cases of ‘act of god’. However, this idea rendered important lessons like
taking proactive measures similar to safety checks and developing ethical guidelines
for Al. In another consideration, regulating Al in a manner by which authorities deal with
‘infectious diseases’, it is possible to link similarities in risk management and public
education. However, the concept lacks intentionality and the pace of change usually
associated with Al. To close the considerations of ideas, we can regulate Al in a manner
analogous to ‘nuclear weapon’ regulations, stressing international cooperation and
having adequate safety norms while recognizing the distinctive challenges posed by
the accessibility and rapid evolution of Al systems.

The foregoing discussion suggests that we ought to focus on explainable Al, robust
safety standards, gradual advancement with oversight, and adapting legal framework. This
would help to ensure that human actors are held responsible throughout the development
and deployment stages of Al. The goal should be to create a responsible Al system where
responsibilities are clear and adequate proactive measures are taken to minimize the risk
of unforeseen harm and to ensure that Al remains a tool for good.

Establishing such a framework is a time-consuming task that becomes even more
difficult as a strong transboundary consensus has to be built for its effective enforcement

to cover extra-jurisdictional crimes committed through Al systems. Till then, all countries
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allowing the use of Al technologies have to adapt their existing legal framework
to address AICs. Such adaption measures shall essentially be in the form of:

1. Modernizing of definition of crime to include Al-induced crime, whether intentional
or unintentional.

2. Setting up core principles for the development and deployment of Al.

3. Phased implementation of Al regulations, starting with clear guidelines and
evolving alongside Al advancements.

4. Encouraging developers to create only transparent and explainable Al systems.

5. Mandatory public disclosure and collaboration to inculcate societal and ethical
considerations into account for the development of the regulatory framework.

6. Mandatory requirements of raising public awareness for Al developers and users.

7. Establishing independent and dedicated bodies to monitor Al development and
deployment.

8. Mandatory funding for research on explainable Al, development of safety
standards, and studying the societal implications of Al.

Conclusions

This study aimed to explore the appropriateness of a hybrid application of existing
‘Product Liability’ Law and ‘Negligence’ Law for artificial intelligence crimes. Through
a systematic investigation using ‘PESTEL, ‘Root Cause Analysis’ and ‘Case Studies’
approach the study delved deeper into validating the hypothesis and gained valuable
insights into the requirements of a legal framework for Al systems.

There are a lot of complexities of Al accountability. While the responsibilities
of programmer remains crucial, the ever-evolving nature of Al systems necessitates
a multi-layered framework. The unique features of Al demand a unique approach. Since
Al technologies have been increasingly used across international boundaries, if Al is
to benefit society, it has to have international cooperation, robust safety standards,
and unending adaptation. Focusing on core regulating principles with a phased
implementation and prioritizing transparency, accountability and proactive measures
such as public education, having specialized dedicated regulating bodies and adequate
funds for continued research for responsible Al would certainly ensure a future where
Al serves humanity only for good.

The study demonstrated a highly scientific qualitative unprecedented approach
to address the issue of the development of a regulatory framework for Al and to draw
pertinent inferences. The study substantially contributes to the existing literature
by proposing apt considerations and measures for a robust Al framework. Future
research on explainable Al and the development of safety standards for Al would provide

a more comprehensive understanding of the required Al regulations.
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AHHOTaUuA

Lienb: N3yyeHne NpUMEHNMOCTU CYLLECTBYHOLMX HOPM 06 OTBETCTBEH-
HOCTM 3@ Ka4yeCcTBO MPOAYKLMN N 3aKOHOB O XanlaTHOCTU K MpecTynie-
HUAM, CBSI3aHHbIM C WUCMOJIb30BaHNMEM WCKYCCTBEHHOIrO WMHTENNEeKTa.
ABTOp BbIABMWraeT rurnotesy o0 TOM, YTO FMBPUAHOE NMPUMEHEHUE ITUX
npaBOBbIX MEXaHU3MOB MOXET CTaTb OCHOBOWM A/ co3gaHus addek-
TUBHOMN CUCTEMbI PErYINPOBaAHUS B YCNOBUAX CTPEMUTENBHOIO pasBu-
TUSA TEXHONOIUNMN.

MeTofbl: KOMMJIEKCHbI NoAX0[, OCHOBaHHbIN Ha aHanuae PESTEL (nonu-
TUYeCKne, d9KOHOMUYECKUE, counanbHble, TEXHONOMNMYECKUE, 3KONornye-
CKWe M NpaBoBble haKTopbl), METOAE aHaNIM3a nepBonpuunH «MaTb noyemMy»
M N3Yy4YEHUU KENCOB M3 pasfinYHbIX CTpaH. Tako MHOrOypOBHEBbBIN Noaxo
NO3BONSET HEe TONIbKO BbISABUTb KJTHOYEBbIE NPO6BIEMbI, HO U MPeanoXuTb
aflanTUPOBaHHble peELUEHUs, yYyuTbiBatowme cneumduky npecTynieHun,
CBSI3aHHbIX C UCKYCCTBEHHbIM UHTENNEKTOM.

PesynbTaTbl: UCCNefoBaHNe AEMOHCTPUPYET, UTO CYLLECTBYOLLME HOPMbI
06 OTBETCTBEHHOCTU 3a KQYecTBO NPOAYKLMWN U XanaTHOCTU HelOCTaTOUHO
3 PeKTUBHDI AIA PErYIMPOBaHUSA NPECTYINJIEHU, CBA3AHHbIX C UCKYCCTBEH-
HbIM UHTENINEKTOM. OCHOBHbIMU MPENATCTBUAMU SIBNAKOTCA TEXHOOrMYe-
CKasl CJIOXKHOCTb, OTCYTCTBME MpeLeaeHTOB, HelocTaTouHast OCBEIOMIIEH-
HOCTb MOTpebuTeNneil u PUCAUKLUOHHbIE MpobnemMbl. ABTOp NPUXOAUT
K BblBOZY, YTO A151 9pPEeKTUBHOIrO peryimpoBaHus HeobxoanMma riobasnbHas
cuUcTeMa, BKJTHOYaroLWas YeTkme NpuHLUUMbl OTBETCTBEHHOCTU, CTPOrMe CTaH-
JapTbl 6€30MacHOCTM U NOCTOSIHHYHO afanTaumMio K HOBbIM BbI30OBaM.

Haquaﬂ HOBU3HaA: 3aKno4aeTcd B YHUKaJIbHOM noaxoae K U3y4eHuro rnpe-
CTynJ'IGHI/II7I, CBA3aHHbIX C UCKYCCTBEHHbIM WHTEJIIEKTOM, 4epe3 MNpusmy
l'VI6pVI,EI,HOFO NPUMEHEHUA CYLLECTBYOLWMNX NPaBOBbIX MEXaHN3MOB. Uccne-
noBaHUe npeanaraeT HOBbIN B3rnsg Ha npo6neMy, co4eTtad TeOpeTMHeCKMVI
aHaJin3 C nNpakTn4yeCKumMmn pekoMeHgaumamm, OCHOBaHHbIMU Ha N3YHEHUU
peanbHbIX Kencos.
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MNpakTuyeckas 3HaYMMOCTb. COCTOWUT B pas3paboTKe KOHKPETHbIX PEKo-
MeHJauui AnA 3aKoHofaTesieidl U perynupylolimMx opraHoB. ABTop nof-
YyepkuBaeT HeOo6XOAMMOCTb CO3AaHUS Ccrneuuann3upoBaHHbIX OpraHoB,
BHepeHusA o6pasoBaTesibHbIX NporpamMm Ans rpaxaaH U COTPYAHWUKOB,
a Takxe obecrneyeHns GpuUHaAHCUPOBaAHWUA UCCNELOoBaHWUn B o651acT 06b-
FICHMUMOIO MCKYCCTBEHHOIO MHTENINIeKTa W CTaHAapToB 6e30MacHOCTU.
3TV Mepbl HanpaefieHbl Ha GpopMUpoOBaHMUe YCTOWUMBOIN CUCTEMBI pery-
JIMPOBaHMUsA, CMoco6HON 3h(dEKTUBHO MPOTUBOCTOATb MPECTYN/IEHUAM,
CBSI3aHHbIM C WCMOJSIb3OBAHMEM MWCKYCCTBEHHOIO WHTennekTa. Pa6ota
OTKPbIBAET HOBblE FOPU30OHTbI 415 AalbHELMX UCClieqoBaHui B 0651acTu
peryniMpoBaHusi TEXHOJIOTUIN UCKYCCTBEHHOIO WMHTENSIeKTa, nogyepkuBas
Heo6X0AMMOCTb MeXAYHapOAHOro COTPYAHMYECTBA U MEXAUCUMUNIMHAP-
Horo nopgxopa.
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