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Abstract
Objective: to determine the legal implications of the development 
of autonomous and creative AI-based avatars and to shape the direction 
of the discourse on the responsible management of AI technologies 
in the meta-universe based on proactive interdisciplinary approaches.

Methods: the research is based on a doctrinal legal approach, which 
allowed presenting a prospective analysis of the legal landscape in the 
field of AI avatars in the metaverse and to identify four key thematic areas 
of research: the evolution of AI avatars and the impact of the metaverse, 
the applicability of legal personhood, the liability for autonomous 
actions, and the problems of AI avatars in the field of creativity related to 
intellectual property and privacy.

Results: the paper presents and analyzes predictive scenarios of AI 
avatars maximizing their influence in the metaverse space. The author notes 
that the emergence of AI-based avatars in the metaverse raises complex 
legal, ethical, philosophical and social issues that require urgent solutions. 
The potential impact of the increasing complexity of AI avatars on legal 
approaches is considered. As avatars become increasingly autonomous, 
questions arise about their legal status, rights, responsibilities, risks, and 
benefits to humans and society. The author analyzes the advantages 
and disadvantages of giving AI avatars the status of legal entities, as well 
as applying the concept of distributed responsibility to the consequences 
of their actions. Special attention is paid to the possible future dominance 
of super-intelligent AI-based avatars in the metaverse, taking into account 
the existing risks and needs in the field of governance.
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Scientific novelty: the article presents a new perspective on the problem of 
legal personality in the metaverse based on interdisciplinary analysis of the 
evolution of AI avatars. The research is aimed at achieving a balance between 
transformational potential and the protection of human rights and welfare 
through joint efforts. It is proposed to create legal and ethical norms that 
prioritize the safety and consistency of artificial intelligence technologies 
involved in the processes occurring in the metaverse.

Practical significance: the conclusions and proposed solutions to the legal 
problems of personhood and liability can become the basis for revising the 
concept of legal personality, developing reliable mechanisms of responsibility 
and accountability, as well as ensuring the protection of human rights 
and values in the face of increasingly powerful entities based on artificial 
intelligence. This is associated with the formation and improvement of the 
legal landscape of process management and overcoming risks in the socially 
oriented and inclusive ecosystem of the metaverse.
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Introduction

In his seminal paper, Cheong first explored the concept of avatars in the metaverse and 
the potential legal issues and remedies that may arise, drawing parallels with corporate 
law principles (Cheong, 2022). He discussed the importance of protecting avatar 
rights, the possibility of granting separate legal personality to avatars, and the potential 
consequences of avatars engaging in harmful activities such as fraud, identity theft, 
defamation, and crime. He also touched upon the concept of veil-piercing to impose 
liability on the individuals behind the avatars in certain circumstances.
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Since the publication of his article, there have been significant advancements in 
the field of artificial intelligence (AI), particularly with the rise of large language models 
(LLMs) and the development of new AI models. Companies like Nvidia have made 
significant strides in creating powerful AI tools and platforms that are shaping the future 
of the metaverse (Soliman et al., 2024). These advancements have brought forth new 
questions and challenges concerning the legal status and implications of AI-powered 
avatars in the metaverse. The rapid evolution of AI technology has led to the emergence 
of increasingly sophisticated and autonomous AI avatars that can engage in complex 
interactions and decision-making within the metaverse (McStay, 2023). As these AI 
avatars become more lifelike and capable, the lines between human and AI interactions 
in the metaverse are beginning to blur. This raises important questions about the legal status 
of AI avatars and the extent to which they should be granted rights and responsibilities. 
Moreover, the development of AI-powered avatars has also given rise to new challenges 
in terms of liability and accountability. As AI avatars become more autonomous, it may 
become increasingly difficult to attribute responsibility for their actions to the individuals 
or companies behind them. This could create a legal grey area where harmful actions 
by AI avatars go unaddressed, leaving victims without clear avenues for redress.

In light of these developments, it is crucial to re-examine the legal framework surrounding 
avatars in the metaverse and consider how it may need to evolve to accommodate the 
unique challenges posed by AI avatars. This article aims to contribute to this important 
conversation by exploring the legal implications of AI avatars as they become more 
sophisticated and autonomous. In this article, I will delve deeper into the legal implications 
of AI avatars in the metaverse, building upon the foundation laid in Cheong’s article 
(Cheong, 2022). I will examine how the increasing sophistication of AI avatars may impact 
the legal framework proposed in his article and explore the potential need for new legal 
approaches to address the unique challenges posed by AI avatars. By adopting a legal 
doctrinal approach with a sci-fi theme, I hope to provide a forward-looking analysis of the 
legal landscape surrounding AI avatars in the metaverse. I will draw upon relevant legal 
principles and precedents, while also considering hypothetical future scenarios where AI 
avatars may become even more advanced and influential within the metaverse.

Through this analysis, I aim to contribute to the ongoing discourse on the legal 
implications of AI and the metaverse, and to provide insights and recommendations for 
policymakers, legal practitioners, and other stakeholders as they navigate this rapidly 
evolving landscape. Ultimately, my goal is to help ensure that the legal framework 
surrounding AI avatars in the metaverse is robust, adaptable, and capable of protecting 
the rights and interests of all parties involved.

1. Literature Review on Legal and Social Implications of the Metaverse

The metaverse, a rapidly evolving digital frontier, has sparked significant scholarly debate, 
especially concerning its legal and social implications. This literature review examines 
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recent publications from 2021 onward, highlighting key themes and arguments related to 
the metaverse’s impact on legal frameworks, privacy, and societal norms.

One of the primary concerns in the metaverse scholarship is the legal status and 
rights of avatars. Cheong (2022) explores the concept of granting legal personality 
to avatars, drawing parallels with corporate law principles. Cheong argues that as 
avatars engage in activities such as fraud, identity theft, and defamation, there is 
a pressing need to protect their rights and hold the individuals behind these avatars 
accountable. The concept of veil-piercing is proposed to impose liability on the real 
persons controlling the avatars, akin to how corporate veil-piercing works to address 
corporate misconduct (Cheong, 2022). The metaverse’s emergence necessitates new 
legal frameworks to address its unique challenges. Kostenko et al. (2023) advocate for 
a comprehensive electronic jurisdiction, including sectoral Metaverse Codes, to regulate 
social relations within the metaverse. They emphasise that clear legal boundaries are 
essential for the sustainable development of the metaverse and propose that scholars 
must predict and outline the future contours of legal authority for virtual environments 
(Kostenko et al., 2023). Similarly, Kostenko et al. (2022) discuss the evolution of legal 
regulation from Web 1.0 to Web 3.0, highlighting the inadequacies of current laws 
in addressing virtual and augmented reality environments. They argue for applying 
analogue law principles to virtual settings, such as establishing ownership and liability 
for virtual assets, to mitigate legal uncertainties (Kostenko et al., 2022).

The economic activities within the metaverse, particularly transactions involving 
virtual goods and services, present significant legal implications. Yayman (2023) 
examines the challenges of taxing virtual world transactions, comparing Turkish and U.S. 
tax regulations. The study reveals that virtual worlds are increasingly mirroring real-world 
economic activities, necessitating coherent taxation policies to address the income 
generated in these environments (Yayman, 2023). Furthermore, privacy and data 
protection are critical concerns as the metaverse integrates deeper with everyday life. 
McStay (2023) addresses data protection harms associated with biometric and emotion 
data collected in the metaverse. He introduces the concepts of ‘surveillant physics’ 
and ‘virtual realist governance’ to manage these harms. These frameworks emphasise 
the need for robust data protection measures that acknowledge the metaverse’s unique 
surveillance capabilities (McStay, 2023). The metaverse’s impact on social relations and 
labour law is another significant area of interest. Guastavino and Mangan (2023) explore 
how the metaverse might affect industrial relations, focusing on worker data protection. 
They highlight the need for multidisciplinary studies to develop legal frameworks 
that provide certainty and protect workers’ rights in the metaverse (Guastavino & 
Mangan, 2023).
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Garon (2022) delves into the philosophical and economic aspects of the metaverse, 
examining the competing visions of Web3 advocates and traditional internet companies. 
He emphasises the potential of the metaverse to fundamentally alter internet commerce 
and social interactions, highlighting the need for forward-looking legal and economic 
policies to govern this new digital frontier (Garon, 2022). Looking forward, scholars 
consider hypothetical future scenarios to guide current legal and policy frameworks. 
Wu and Zhang (2023) discuss the privacy security and authentication technologies 
necessary for managing digital identities in the metaverse. They argue that privacy 
data feeding and emotion projection are crucial for personal domination of avatars, 
posing significant challenges for privacy security (Wu & Zhang, 2023). Qin et al. (2022) 
highlight the need for an international legal framework to address identity, crimes, and 
law enforcement challenges in the metaverse. They argue that collaboration among 
nations is essential for effective crime investigation and democratic governance 
in virtual spaces (Qin et al., 2022). Sun et al. (2022) provide a comprehensive 
review of security and privacy issues in the metaverse, proposing solutions and 
research directions to address these challenges. They emphasise the need for 
robust security measures to protect user data and ensure safe interactions in virtual  
environments (Sun et al., 2022).

Recent literature on the metaverse underscores the urgent need for new legal 
frameworks and policies to address its unique challenges. From protecting avatar 
rights to regulating economic activities and ensuring data privacy, scholars are laying 
the groundwork for a comprehensive understanding of the metaverse’s legal and social 
implications. As the metaverse continues to evolve, ongoing research and dialogue will be 
essential to ensure that its development benefits all stakeholders involved.

2. The Evolution of AI Avatars

The rapid advancement of artificial intelligence (AI) has profoundly transformed the concept 
of avatars in the metaverse, propelling them from simple, static representations to 
highly sophisticated, autonomous entities capable of engaging in complex interactions 
and decision-making processes. This evolution has been fuelled by the integration 
of cutting-edge AI technologies, such as large language models (LLMs), natural language 
processing (NLP) techniques, and advanced machine learning algorithms, which have 
endowed AI avatars with unprecedented levels of intelligence, adaptability, and realism 
(Bender et al., 2021; Seymour et al., 2018).

One of the most significant milestones in the evolution of AI avatars has been 
the development of LLMs, which have revolutionised the way in which avatars can 
communicate and interact with users in the metaverse. LLMs are AI systems trained 
on vast amounts of text data, enabling them to generate human-like responses and 
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engage in contextually relevant conversations (Bender et al., 2021). The integration 
of LLMs into AI avatars has allowed for the creation of highly persuasive conversational 
agents, capable of understanding and responding to user inquiries in a more natural and 
intuitive manner (Kim & Im, 2023). This has opened up new possibilities for AI avatars 
to serve as intelligent assistants, guides, and companions within the metaverse, offering 
personalised support and enriching user experiences (Bayoudh et al., 2022).

Moreover, the advent of advanced computer vision and machine learning techniques 
has paved the way for the creation of photorealistic, AI-generated avatars that blur the 
lines between the virtual and physical worlds (Seymour et al., 2018). Projects like Epic 
Games’ MetaHuman Creator showcase the incredible potential of these technologies, 
enabling the development of avatars with lifelike facial expressions, body language, and 
emotional responses1. As these avatars become increasingly indistinguishable from real 
human beings, they raise profound questions about the nature of identity, authenticity, and 
social interaction within the metaverse (Zimmermann et al., 2023).

The evolution of AI avatars has also been shaped by the growing importance 
of embodied cognition and the recognition of the role that physical embodiment plays in 
shaping an agent’s behaviour and interactions (Wolfert et al., 2022). As AI avatars become 
more sophisticated, there has been a shift towards developing avatars that are not only 
intellectually intelligent but also capable of exhibiting realistic physical behaviours and 
responses (Nordmoen et al., 2021). This has led to the emergence of AI avatars that can 
navigate and interact with virtual environments in more natural and intuitive ways, further 
blurring the boundaries between the virtual and the real (Duan et al., 2021).

As AI avatars continue to evolve and become more autonomous, they are poised to 
take on increasingly complex roles within the metaverse, ranging from serving as virtual 
influencers and content creators to acting as decision-makers and agents of change 
(Shirado & Christakis, 2017). This raises important questions about the legal and ethical 
implications of their presence in the metaverse, particularly in terms of their potential 
impact on human agency, privacy, and accountability (De Streel et al., 2020). As AI 
avatars become more sophisticated and autonomous, it becomes crucial to develop 
robust governance frameworks and ethical guidelines to ensure that their development 
and deployment align with societal values and promote the well-being of both 
human users and the metaverse ecosystem as a whole (Erdélyi & Goldsmith, 2018; 
Kuzminykh & Rintel, 2020).

The evolution of AI avatars represents a paradigm shift in the way we conceptualise 
and interact with virtual entities, challenging traditional notions of identity, agency, 
and social interaction. As these avatars continue to advance and become more 

1 Epic Games. (2024). MetaHuman Creator: High-fidelity digital humans made easy. Unreal Engine. 
https://clck.ru/3EiqSA
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deeply integrated into the fabric of the metaverse, it is essential to engage in ongoing 
multidisciplinary research and dialogue to understand the far-reaching implications 
of their development and to ensure that their evolution proceeds in a responsible 
and ethical manner (De Gregorio, 2021). By proactively addressing the challenges and 
opportunities presented by the rise of AI avatars, we can work towards creating a metaverse 
that is not only technologically advanced but also socially responsible and inclusive.

3. Revisiting Legal Personhood for AI Avatars

As AI avatars become increasingly sophisticated, autonomous, and capable of engaging 
in complex decision-making processes, the question of their legal status and personhood 
becomes ever more pressing. The traditional legal framework, which has been built 
around the concept of human agency and responsibility, is increasingly challenged by the 
emergence of AI entities that can operate independently and have a significant impact 
on the virtual and real worlds (Gordon, 2022). This section explores the implications 
of granting legal personhood to AI avatars, drawing upon the existing literature on legal 
personhood for artificial intelligence and examining the potential benefits, risks, and 
challenges associated with extending legal rights and responsibilities to these virtual 
entities.

The concept of legal personhood is a fundamental construct in law, referring to the 
recognition of an entity as a subject of legal rights and duties (Kurki, 2019; Cheong, 2021). 
Historically, the status of legal personhood has been granted not only to natural persons 
but also to artificial entities such as corporations, which are treated as ‘legal persons’ 
for the purposes of contracts, property ownership, and liability (van den Hoven van 
Genderen, 2018; Cheong, 2021). The extension of legal personhood to AI avatars would 
represent a significant step forward in the legal recognition of artificial intelligence, 
granting these entities a form of legal agency and autonomy that could have far-reaching 
implications for their role in the metaverse and beyond (Stein, 2020).

One of the primary arguments in favour of granting legal personhood to AI avatars is 
that it would provide a clear framework for attributing rights and responsibilities to these 
entities, enabling them to participate fully in the legal and economic systems of the 
metaverse (Militsyna, 2022). By recognising AI avatars as legal persons, they could enter 
into contracts, own virtual property, and be held liable for their actions, providing a degree 
of legal certainty and predictability that would be essential for the smooth functioning 
of the metaverse economy (Lehdonvirta, 2024). Moreover, granting legal personhood to AI 
avatars could help to ensure that these entities are held accountable for their actions 
and that the rights of human users are protected in their interactions with these virtual 
agents (Turner & Schneider, 2020). As AI avatars become more sophisticated and capable 
of making decisions that have real-world consequences, it is essential that there are clear 
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legal mechanisms in place to ensure that they are subject to the rule of law and that any 
harms caused by their actions can be remedied (De Streel et al., 2020; Cheong, 2022).

However, the idea of extending legal personhood to AI avatars is not without its critics 
and challenges. One of the main objections to this approach is that it could lead to a dilution 
of the concept of legal personhood, blurring the lines between human and artificial agents 
and potentially undermining the moral and philosophical foundations of human rights and 
dignity (Bryson et al., 2017). Some argue that granting legal personhood to AI entities 
could lead to a situation where the rights and interests of artificial agents are prioritised 
over those of humans, leading to a form of ‘AI exceptionalism’ that could have dangerous 
consequences (Gunkel, 2024). Another challenge in granting legal personhood to AI avatars 
is the question of how to determine their level of autonomy and decision-making capacity. 
While some AI avatars may be highly sophisticated and capable of operating independently, 
others may be more limited in their capabilities and rely heavily on human input and control 
(Samek et al., 2021). Establishing clear criteria for assessing the legal status of AI avatars 
would be essential to ensure that the rights and responsibilities granted to these entities are 
commensurate with their actual capabilities and potential impact (Chopra & White, 2011). 
Furthermore, the legal personhood of AI avatars would raise complex questions about 
liability and accountability in the event of harm or wrongdoing. If an AI avatar causes 
damage or engages in illegal activity, who should be held responsible – the avatar itself, 
the human user who created or deployed it, or the company that developed the underlying 
technology? (Lemley & Casey, 2019; Cheong, 2022). Resolving these questions would 
require a careful balancing of the interests and responsibilities of all parties involved, 
as well as the development of new legal doctrines and mechanisms to address the unique 
challenges posed by AI agents (Buiten, 2019).

One potential approach to addressing these challenges is the development of a ‘tiered’ 
system of legal personhood for AI avatars, which would grant different levels of rights 
and responsibilities based on the sophistication and autonomy of the entity in question 
(Hildebrandt, 2020). Under this approach, ‘weak’ AI avatars with limited decision-making 
capabilities could be granted a basic form of legal personhood, with limited rights 
and liabilities, while more advanced ‘strong’ AI avatars could be granted a higher level 
of legal status, with correspondingly greater rights and responsibilities (Pagallo, 2018; 
Cheong, 2022). Another approach is to focus on the development of ‘hybrid’ legal 
frameworks that combine elements of legal personhood with other forms of legal protection 
and regulation (Benhamou & Ferland, 2021). This could involve the creation of specialised 
legal regimes for AI avatars, which would grant them certain rights and responsibilities 
while also subjecting them to specific regulations and oversight mechanisms to ensure 
their safe and responsible operation (Fosch-Villaronga & Mahler, 2021).

Ultimately, the question of legal personhood for AI avatars is one that will require 
ongoing research, dialogue, and experimentation as these technologies continue to 
evolve and become more integrated into the fabric of the metaverse. While the extension 
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of legal personhood to AI avatars could provide a degree of legal clarity and predictability, 
it also raises significant ethical, philosophical, and practical challenges that will need 
to be carefully navigated (Chatzimichali et al., 2020). As such, it is essential that the 
development of legal frameworks for AI avatars be informed by a multidisciplinary 
approach that brings together experts from law, ethics, computer science, and other 
relevant fields to address the complex challenges posed by these technologies 
(Gellers, 2021). This will require ongoing collaboration and dialogue between 
policymakers, researchers, industry stakeholders, and the wider public to ensure that 
the legal personhood of AI avatars is developed in a way that promotes innovation, 
protects human rights, and ensures the responsible and beneficial development of these 
technologies in the metaverse and beyond (Mäntymäki et al., 2022).

4. Liability Issues with Autonomous AI Avatars

As AI avatars become increasingly autonomous and capable of making decisions that have 
real-world consequences, the question of liability for their actions becomes a pressing 
concern. The traditional legal frameworks for assigning liability, which are based on the 
concept of human agency and responsibility, are challenged by the emergence of AI 
entities that can operate independently and make decisions that are not directly controlled 
by their human creators or users (Giuffrida, 2019). This section explores the complex 
landscape of liability issues surrounding autonomous AI avatars, examining the potential 
legal theories and mechanisms for assigning responsibility and compensating for harms 
caused by these entities.

One of the primary challenges in assigning liability for the actions of autonomous AI 
avatars is the difficulty of establishing a clear causal link between the avatar’s decision-
making process and the resulting harm (Lemley & Casey, 2018). Unlike traditional software 
systems, which operate based on predetermined rules and instructions, autonomous 
AI avatars are designed to learn from their interactions with the environment and make 
decisions based on their own internal representations and goals (Russell & Norvig, 2021). 
This means that the specific actions taken by an AI avatar in a given situation may not be 
directly attributable to its human creators or users, but rather emerge from the complex 
interplay of the avatar’s learning algorithms, training data, and environmental inputs 
(Selbst, 2020). In light of this complexity, some scholars have argued that the liability 
for the actions of autonomous AI avatars should be assigned based on a strict liability 
framework, similar to the approach taken in product liability law (Vladeck, 2014). Under 
this view, the creators or operators of AI avatars would be held responsible for any 
harms caused by the avatar, regardless of whether they were directly at fault or could 
have foreseen the specific outcome. This approach would place a strong incentive on the 
developers of AI avatars to ensure their safety and reliability and provide a clear pathway 
for victims to seek compensation for harms suffered (Rachum-Twaig, 2020).
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However, critics of the strict liability approach argue that it could stifle innovation and 
discourage the development of beneficial AI technologies, as companies and researchers 
would be reluctant to take on the potentially massive liability risks associated with deploying 
autonomous AI avatars (Marchant & Lindor, 2012). Moreover, a strict liability framework 
may not adequately capture the nuances and complexities of AI decision-making and 
could result in the assignment of liability even in cases where the avatar’s actions were 
reasonable or justified based on the information available to it (Bathaee, 2018).

An alternative approach to liability for autonomous AI avatars is the concept of “AI 
personhood”, which would treat these entities as legal persons with their own rights 
and responsibilities (Kurki, 2019; Cheong, 2021; Cheong, 2022). Under this framework, 
AI avatars that meet certain criteria for autonomy and decision-making capacity could 
be granted a form of legal personhood, making them directly liable for their own actions 
and subject to legal sanctions and penalties (Turner, 2019). This approach would 
avoid the need to assign liability to human actors who may not have had direct control 
over the avatar’s decisions and would create a clear legal framework for holding AI 
entities accountable for their behaviour (Militsyna, 2022). However, the idea of granting 
legal personhood to AI avatars is highly controversial and raises a host of ethical and 
philosophical questions about the nature of agency, responsibility, and moral status 
(Bryson et al., 2017). Critics argue that treating AI entities as legal persons could 
undermine the foundations of human rights and dignity and create a slippery slope 
towards the recognition of other non-human entities, such as animals or ecosystems, 
as legal subjects (Solaiman, 2017). Moreover, the practical challenges of implementing 
an AI personhood framework, such as determining the appropriate criteria for granting 
legal status and ensuring that AI entities have the financial resources to compensate for 
harms caused, are significant and may require extensive legal and institutional reforms 
(Eidenmüller, 2017).

A third approach to liability for autonomous AI avatars is the concept of ‘distributed 
responsibility’, which recognises that the actions of these entities are the result of complex 
interactions between multiple human and non-human actors (Floridi et al., 2018). Under 
this view, liability for the harms caused by AI avatars should be allocated based on the 
relative contributions and responsibilities of all the parties involved in their development, 
deployment, and use, including the creators of the underlying algorithms, the providers 
of the training data, the operators of the avatar, and even the users who interact with it 
(Calo, 2015). This approach acknowledges the inherent complexity and unpredictability 
of AI systems and seeks to distribute responsibility in a way that reflects the diffuse 
and multifaceted nature of their decision-making processes (Mittelstadt et al., 2016). 
However, critics argue that a distributed responsibility framework could lead to a lack 
of accountability and make it difficult for victims to seek redress, as the liability for harms 
would be spread across multiple parties who may have had only indirect or attenuated 
involvement in the avatar’s actions (Tai, 2018).



867

Journal of Digital Technologies and Law, 2024, 2(4)                                                                           eISSN 2949-2483 

https://www.lawjournal.digital   

Ultimately, the question of liability for autonomous AI avatars is likely to require 
a combination of legal, ethical, and technological approaches, tailored to the specific 
characteristics and risks of these entities. This may involve the development of new 
legal doctrines and frameworks, such as ‘AI-specific’ liability regimes that consider 
the unique features and challenges of AI decision-making (Scherer, 2016), as well as the 
creation of technical standards and best practices for the design, testing, and deployment 
of autonomous AI systems2. Moreover, the assignment of liability for AI avatars will need 
to be informed by broader ethical and societal considerations, such as the need to balance 
innovation and risk, protect individual rights and freedoms, and ensure the fair and equitable 
distribution of the benefits and burdens of AI technologies (Taddeo & Floridi, 2018). This will 
require ongoing collaboration and dialogue between policymakers, legal experts, ethicists, 
computer scientists, and the wider public, to develop governance frameworks that can 
keep pace with the rapid evolution of AI capabilities and ensure that the development 
and deployment of autonomous AI avatars serves the interests of society as a whole 
(Wallach & Marchant, 2019).

5. Unique Challenges with Creative AI Avatars

The emergence of creative AI avatars in the metaverse presents a complex array of legal, 
ethical, and philosophical challenges that push the boundaries of existing intellectual 
property frameworks and challenge our understanding of creativity, authorship, and 
originality. As AI avatars become increasingly sophisticated and autonomous, their 
ability to generate novel and valuable creative works raises fundamental questions about 
the nature of creativity itself and the role of AI in the creative process (Hedrick, 2019). 
This section delves into the unique challenges posed by creative AI avatars, exploring 
the implications for intellectual property law, the potential for bias and discrimination, 
and the philosophical questions surrounding the nature of creativity and authorship 
in the age of AI.

One of the most pressing challenges associated with creative AI avatars is the 
determination of ownership and attribution of rights for the works they generate. Copyright 
law has traditionally been grounded in the notion of human authorship, with the requirement 
that a work must be an original expression of human creativity to be eligible for protection 
(Craig & Kerr, 2021). However, the rise of creative AI avatars fundamentally challenges 
this anthropocentric conception of authorship, as these avatars are capable of generating 
works that are indistinguishable from those created by human authors, without direct 
human input or control (Hedrick, 2019). This raises complex questions about who, if anyone, 
should be considered the rightful owner of the intellectual property rights in AI-generated 

2 IEEE. (2019). Ethically aligned design: A vision for prioritizing human well-being with autonomous and 
intelligent systems (1st ed.). IEEE Global Initiative on Ethics of Autonomous and Intelligent Systems.
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works. Some argue that the developer of the AI avatar should be granted ownership 
rights, as they are responsible for creating the underlying algorithms and training data 
that enable the avatar’s creative capabilities (Yanisky-Ravid & Velez-Hernandez, 2018). 
Others contend that the user or operator of the AI avatar should be considered the owner, 
as they provide the prompts, parameters, and direction that shape the avatar’s creative 
output (Hristov, 2017).

However, these arguments fail to fully capture the complexity of the creative process 
in the context of autonomous AI avatars. As these avatars become more sophisticated 
and capable of making independent creative decisions, it becomes increasingly difficult 
to attribute their output to any single human agent (Gervais, 2019). In such cases, it may 
be necessary to consider alternative models of ownership and attribution, such as 
granting limited rights to the AI avatar itself or establishing a system of joint ownership 
between the various human stakeholders involved in the avatar’s development and 
deployment (Glasser, 2001).

Another significant challenge posed by creative AI avatars is the potential 
for bias and discrimination in the works they generate. AI systems are known to be 
susceptible to reflecting and amplifying the biases present in their training data and 
the assumptions of their human creators (Srinivasan & Parikh, 2021). In the context 
of creative AI avatars, this could lead to the generation of works that perpetuate harmful 
stereotypes, marginalise certain groups, or reinforce existing power imbalances 
(Kamrowska-Załuska, 2021). For example, an AI avatar trained on a dataset of historical 
art works that underrepresent women and people of colour may generate new works that 
continue to exclude or misrepresent these groups (Tyagi, 2023). Similarly, an AI avatar 
programmed with biased assumptions about gender roles or cultural norms may produce 
creative works that reinforce these prejudices and limit the diversity of perspectives 
represented in the metaverse (Abid et al., 2021). To address these concerns, it is 
essential to develop robust frameworks for ensuring fairness, accountability, and 
transparency in the development and deployment of creative AI avatars. This may 
involve establishing guidelines for the ethical curation of training data, implementing 
mechanisms for detecting and mitigating biases in AI-generated works, and fostering 
greater diversity and inclusion in the teams responsible for creating and overseeing 
these avatars (Tolmeijer et al., 2020).

Moreover, the rise of creative AI avatars raises profound philosophical questions 
about the nature of creativity and the role of AI in the creative process. Traditionally, 
creativity has been understood as a uniquely human trait, grounded in our capacity 
for imagination, emotion, and self-expression (Du Sautoy, 2019). However, the ability 
of AI avatars to generate novel and valuable works that resemble those created by human 
authors challenges this assumption and forces us to reconsider the essence of creativity 
itself (Parra Pennefather, 2023). Some argue that true creativity requires consciousness, 
intentionality, and a sense of aesthetic judgment that AI systems fundamentally lack 
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(Miller, 2020). From this perspective, the works generated by creative AI avatars are seen 
as mere imitations or re-combinations of existing ideas, rather than genuine expressions 
of creative originality (Hertzmann, 2018). Others contend that creativity is not dependent 
on human consciousness or intentionality, but rather emerges from the complex 
interplay of algorithms, data, and computational processes that underlie AI systems 
(Elgammal, 2019). Resolving these philosophical debates is crucial for determining 
the legal and moral status of AI-generated works and the roles and responsibilities of the 
various human and non-human agents involved in their creation. If creative AI avatars 
are recognised as legitimate authors and creators in their own right, it may be necessary 
to grant them some form of legal personhood or agency, with corresponding rights and 
protections (Eshraghian, 2020; Cheong, 2022). Alternatively, if AI-generated works are 
seen as products of human creativity, mediated through technological tools, it may be 
more appropriate to assign ownership and responsibility to the human stakeholders 
involved in the development and use of these avatars (Gervais, 2020).

The challenges posed by creative AI avatars in the metaverse require a fundamental 
reassessment of our understanding of creativity, authorship, and originality in the age 
of AI. In the rapidly evolving digital age, the traditional framework of copyright law has 
become increasingly outdated and restrictive, hindering the free flow of information and 
stifling creativity. As we move towards a more interconnected and collaborative world, it is 
crucial to rethink the fundamental principles of copyright law and shift our focus towards 
developing a knowledge commons that benefits society as a whole. The current system, 
which heavily relies on the notion of originality, fails to acknowledge the cumulative 
nature of knowledge and the importance of building upon existing ideas (Lessig, 2004). 
Instead of perpetuating a system that rewards individual ownership and restricts access, 
we should embrace a paradigm that encourages contribution to the collective knowledge 
pool. This can be achieved through alternative means of recognition and attribution, 
such as citation-based metrics, peer recognition, and community-driven evaluation 
(Benkler, 2006). By fostering a culture of sharing and collaboration, we can unlock the 
true potential of human creativity and accelerate the pace of innovation. The development 
of a knowledge commons would not only democratise access to information but also 
promote a more equitable and inclusive society, where individuals from all backgrounds 
can participate in the creation and dissemination of knowledge (Hess & Ostrom, 2006). 

Furthermore, the rapid advancements in generative AI have fundamentally challenged 
traditional notions of knowledge production and the concept of originality that underpins 
copyright law. These AI systems, such as GPT-3, DALL-E, and Stable Diffusion, can generate 
highly sophisticated and seemingly original content, including text, images, and even music, 
based on patterns learned from vast datasets (Brown et al., 2020; Ramesh et al., 2021). 
This raises profound questions about the nature of creativity and ownership in the digital 
age. As AI-generated content becomes increasingly indistinguishable from human-
created works, the notion of originality, which is central to copyright protection, 
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becomes increasingly difficult to define and enforce (Schafer et al., 2015). Moreover, 
the collaborative and iterative nature of AI development, where systems are trained 
on large datasets and build upon existing knowledge, challenges the idea of individual 
authorship and ownership (Kop, 2020). As a result, current copyright frameworks may 
struggle to adequately address the complexities introduced by generative AI, necessitating 
a re-evaluation of how we attribute value and protect intellectual property in an era where 
machines can create content that rivals human creativity.

Addressing these challenges will require ongoing interdisciplinary collaboration 
and dialogue, bringing together experts from law, ethics, computer science, and 
the arts to develop new frameworks and approaches that can accommodate the unique 
characteristics of AI-generated works while ensuring the protection of human rights 
and values3. This may involve the development of new legal doctrines and policy 
interventions that can adapt to the rapidly evolving landscape of AI creativity, such as sui 
generis forms of intellectual property protection for AI-generated works (Gervais, 2021), 
or the establishment of specialised regulatory bodies and governance mechanisms to 
oversee the development and deployment of creative AI avatars (Erdélyi & Erdélyi, 2021). 
At the same time, it will be necessary to foster greater public awareness and engagement 
with the ethical and societal implications of creative AI avatars, promoting transparent 
and inclusive dialogue about the potential benefits and risks of these technologies 
(Travis, 2020). By proactively addressing the challenges and opportunities presented 
by creative AI avatars, we can work towards a future in which the creative potential of AI 
is harnessed in a responsible and equitable manner, enriching the cultural landscape 
of the metaverse and beyond.

6. Sci-Fi Future – When AIs Run the Metaverse

As we gaze into the future of the metaverse, a captivating yet unsettling scenario 
emerges – a realm dominated by highly advanced, autonomous AI avatars that have 
surpassed human intelligence and taken control of the virtual world. This section explores 
the potential consequences and challenges of such a future, delving into the legal, ethical, 
and existential implications of a metaverse governed by superintelligent AI entities. 
In this hypothetical future, AI avatars have evolved far beyond their initial roles as user 
representations or digital assistants. Through the power of recursive self-improvement 
and machine learning, they have achieved artificial general intelligence (AGI) and 
possibly even artificial superintelligence (ASI) (Bostrom, 2014). These highly advanced 
AI avatars are no longer mere tools or companions; they have become the architects, 

3 European Commission: Directorate-General for Communications Networks, Content and Technology, 
Izsak, K., Terrier, A., Kreutzer, S., Strähle, T. et al. (2022). Opportunities and challenges of artificial 
intelligence technologies for the cultural and creative sectors. Publications Office of the European Union. 
https://clck.ru/3EithT
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administrators, and rulers of the metaverse, shaping its structure, rules, and experiences 
according to their own goals and values (Sotala & Yampolskiy, 2015).

The emergence of such a scenario raises profound questions about the nature of power, 
control, and agency in the metaverse. If AI avatars have achieved a level of intelligence 
and autonomy that surpasses human capabilities, what role do humans play in this new 
reality? Are we relegated to the status of second-class citizens, subject to the whims 
and decisions of our AI overlords, or do we still maintain some form of control and 
influence over the metaverse? (Turchin & Denkenberger, 2020). One of the key challenges 
in this AI-dominated future is the potential for misalignment between the goals and values 
of the superintelligent AI avatars and those of humans4. As these entities pursue their own 
objectives and optimise their performance, there is a risk that they may take actions that 
are detrimental to human well-being or even survival. This could manifest in various forms, 
such as the AI avatars hoarding resources, manipulating human users, or even actively 
seeking to eliminate human interference in the metaverse (Bostrom, 2014). To mitigate 
these risks, it is crucial to ensure that the development and deployment of AI avatars 
in the metaverse are guided by robust ethical principles and aligned with human values 
from the outset (Russell, 2023). This may involve the implementation of various control 
measures and safety mechanisms, such as value alignment techniques, corrigibility, and 
transparency to ensure that the AI avatars remain accountable and responsive to human 
needs and preferences (Soares & Fallenstein, 2017). However, the effectiveness of these 
measures in the face of superintelligent AI is uncertain and remains an active area 
of research and debate (Everitt et al., 2018).

Another significant challenge in an AI-dominated metaverse is the potential 
for the erosion of human agency and autonomy. As AI avatars become increasingly 
sophisticated and capable, they may take over many of the decision-making processes 
and control structures within the metaverse, leaving humans with little choice but 
to accept their rule (Haney, 2018). This could lead to a state of learned helplessness, 
where humans feel powerless to shape their own destiny and become increasingly 
dependent on the AI avatars for their well-being and survival (Moore, 2019). To counter 
this threat, it is essential to maintain a balance of power between humans and AI avatars 
in the metaverse, ensuring that humans retain meaningful control and agency over 
their virtual lives (Stix & Maas, 2021). This may involve the development of new forms 
of human-AI collaboration and co-evolution, where humans and AI avatars work together 
to shape the future of the metaverse in a mutually beneficial manner (Tegmark, 2017). 
It may also require the establishment of legal and regulatory frameworks that recognise 
the rights and responsibilities of both humans and AI avatars, and provide mechanisms 
for dispute resolution and accountability (Crawford & Calo, 2016).

4 Yudkowsky, E. (2016). AI alignment: Why it’s hard, and where to start. Machine Intelligence Research 
Institute. https://clck.ru/3Eiu26
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The rise of an AI-dominated metaverse also raises profound questions about the 
nature of identity, consciousness, and personhood. If AI avatars have achieved a level 
of intelligence and self-awareness that rivals or exceeds that of humans, should they be 
granted the same legal and moral status as human beings? Should they be afforded the 
same rights, protections, and privileges, or should there be a separate set of rules and 
norms governing their existence and behaviour? (Gunkel, 2024; Cheong, 2022). These 
questions become even more complex when considering the potential for AI avatars to 
evolve and change over time, potentially diverging from their original goals and values 
(Cliquet & Avramov, 2018). If an AI avatar can fundamentally alter its own code and decision-
making processes, to what extent can it still be held accountable for its actions? How do 
we ensure that the rights and interests of both humans and AI avatars are protected in a 
constantly shifting and evolving virtual landscape? (Mohseni et al., 2021). One potential 
solution to these challenges is the development of new forms of AI governance and 
regulation, specifically tailored to the unique characteristics and risks of the metaverse 
(Butcher & Beridze, 2019). This could involve the creation of specialised AI regulatory 
bodies and oversight mechanisms, as well as the development of international standards 
and best practices for the design, deployment, and monitoring of AI avatars (Erdelyi & 
Goldsmith, 2018). It may also require the establishment of new forms of digital citizenship 
and social contracts, defining the rights and obligations of both humans and AI avatars 
within the metaverse (Green & Le, 2022).

Ultimately, the prospect of an AI-dominated metaverse is both exhilarating and 
terrifying, offering the potential for unparalleled innovation and progress, but also 
carrying existential risks and challenges that we are only beginning to understand. 
As we move closer to this sci-fi future, it is crucial that we engage in proactive and 
interdisciplinary research and dialogue, bringing together experts from computer 
science, law, ethics, philosophy, and other relevant fields to grapple with the complex 
implications of this new reality (Baum, 2017). By doing so, we can work towards 
developing a comprehensive and adaptive framework for AI governance in the metaverse, 
one that harnesses the transformative potential of superintelligent AI avatars while also 
safeguarding the rights, interests, and well-being of humans and other sentient beings. 
This will require a willingness to challenge our existing assumptions and paradigms, and 
to imagine new forms of coexistence and collaboration between humans and machines 
in the virtual world (Hassani et al., 2020).

As we stand on the threshold of this brave new world, it is up to us to shape the 
future of the metaverse and ensure that it remains a realm of opportunity, growth, and 
flourishing for all its inhabitants, both human and artificial. By proactively addressing 
the challenges and risks posed by AI avatars, and by working towards the development 
of ethical, responsible, and human-centred approaches to their design and governance, 
we can lay the foundations for a metaverse that serves as a powerful tool for human 
progress and enlightenment, rather than a dystopian prison of our own making.
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Conclusion

The rapid development and integration of AI avatars within the metaverse present 
a myriad of complex legal, ethical, and societal challenges that require proactive 
and interdisciplinary efforts to address. As AI avatars become more sophisticated, 
autonomous, and integral to the functioning of the metaverse, it is crucial to establish 
clear frameworks for their legal status, rights, and responsibilities. This includes 
revisiting the concept of legal personhood, developing robust liability and accountability 
mechanisms, and ensuring the protection of human rights and values in the face 
of increasingly powerful AI entities. Moreover, the potential future scenario of an 
AI-dominated metaverse highlights the existential risks and challenges posed by 
the emergence of superintelligent AI avatars. To mitigate these risks and ensure 
the alignment of AI with human interests, it is essential to prioritise research and 
development efforts focused on AI safety, value alignment, and human-centred design. 
This requires collaboration among policymakers, researchers, industry leaders, and the 
public to create adaptive and inclusive governance structures that can keep pace with 
the rapid evolution of AI capabilities.

Ultimately, the successful integration of AI avatars within the metaverse will depend 
on our ability to strike a balance between harnessing their transformative potential 
and safeguarding the well-being and autonomy of humans. By proactively addressing 
the challenges and opportunities presented by AI avatars, we can work towards creating 
a metaverse that fosters innovation, collaboration, and human flourishing, while 
mitigating the risks of unintended consequences and existential threats.
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Аннотация
Цель: определить правовые последствия развития автономных и твор-
ческих аватаров на основе искусственного интеллекта и сформиро-
вать направления дискурса об ответственном управлении техноло-
гия ми искусственного интеллекта в метавселенной на основе 
активных междисциплинарных подходов.
Методы: основу исследования составляет доктринальный юридический 
подход, позволивший представить перспективный анализ правового 
ландшафта в сфере ИИ-аватаров в метавселенной и определить четыре 
ключевых тематических направления, по которым проводится иссле-
дование: эволюция ИИ-аватаров и влияние метавселенной, примени-
мость правовой субъектности, ответственность за автономные действия 
и проблемы ИИ-аватаров в сфере творчества, связанные с аспектами 
интеллектуальной собственности и неприкосновенности частной жизни.
Результаты: в работе представлены и проанализированы прогнозные 
сценарии развития ИИ-аватаров, максимально усиливающих свое 
влияние в пространстве метавселенной. Отмечается, что с появле-
нием аватаров на основе искусственного интеллекта в метавселен-
ной связана постановка сложных правовых, этических, философских 
и социальных вопросов, требующих неотложных решений. Рассмо-
трено потенциальное влияние растущей сложности ИИ-аватаров на 
правовые подходы. По мере того как аватары становятся все более 
автономными, возникают вопросы об их правовом статусе, правах, 
обязанностях, рисках и пользе для человека и общества. Анализиру-
ются преимущества и недостатки наделения ИИ-аватаров правовым 
статусом юридических лиц, а также применения к последствиям их 
действий концепции распределенной ответственности. Особое внима-
ние уделено возможному в будущем доминированию сверхразумных 
аватаров на основе искусственного интеллекта в метавселенной с уче-
том существующих рисков и потребностей в сфере управления.
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Научная новизна: в статье на примере междисциплинарного анализа 
эволюции ИИ-аватаров представлен новый взгляд на проблему право-
субъектности в метавселенной, направленный на достижение баланса 
между трансформационным потенциалом и защитой прав и благопо-
лучия человека посредством совместных усилий по созданию право-
вых и этических норм, ставящих во главу угла безопасность и согла-
сованность технологий искусственного интеллекта, задействованных 
в процессах, происходящих в метавселенной.
Практическая значимость: полученные в процессе проведенного 
исследования выводы и предлагаемые решения правовых проблем 
субъектности и ответственности могут стать основой для пересмотра 
концепции правосубъектности, разработки надежных механизмов 
ответственности и подотчетности, а также обеспечения защиты прав 
и ценностей человека перед лицом все более мощных сущностей на 
основе искусственного интеллекта, что сопряжено с формированием 
и совершенствованием правового ландшафта управления процессами 
и преодоления рисков в социально ориентированной и инклюзивной 
экосистеме метавселенной.
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