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leadership in the creation of legal regulation of artificial intelligence, as it is
in China that the first normative legal acts were adopted. These acts have
already entered into force; however, each of them deals with a narrow range
of issues, while there is no law to establish general rules for the artificial
intelligence industry. Among the characteristic features of the Chinese
approach we can name, first of all, its iterative nature, which allows adjusting
the regulation with each new step. Another feature is the sectoral nature
of the regulation.

Scientific novelty: in the course of the research, the development stages
of artificial intelligence legal regulation in China were identified and
described; the advantages and disadvantages of the Chinese approach
to regulation were identified and argued; this approach was compared
with the approaches of China’s main rivals competing with it in terms
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of the technology development and its legal regulation. All of the above
allowed making conclusions about the subsequent development of legal
regulation in China and in the whole world.

Practical significance: familiarization with the research materials enables
interested legal scholars, and not only them, to get a clear idea of the level
of artificial intelligence regulation, achieved by China. China’s experience is
of significant interest to the rest of the world, showing the correctness or
faults of possible regulatory options in the new and complex field. The study
results can be used in the practice of legal regulation in the sphere of artificial
intelligence, as well asin preparing lectures in the relevant courses and writing
tutorials for law students.
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Introduction

Artificial intelligence is rapidly developing, influencing the life of people more and more
intensively every day, and requires a special legal regulation (Wang & Wang, 2022).
The evidence of this is the intensified creation of new legal norms at the level of state bodies
in different countries and at the level of interstate bodies in different regions of the world.
China claims for leadership in the field of artificial intelligence legal regulation, trying to get
ahead of other subjects of world politics and thus globally influence the vector of regulation
development. It is worse mentioning that at least three points must be distinguished,
in which different states and their associations compete. These are, firstly, the level
of artificial intelligence development; secondly, the pace of its development; and, thirdly, the
level of development of legal regulation in this area. By the first indicator, China is steadily
occupying the second position, only yielding to the United States and significantly ahead
of the rest of the world" in terms of research conducted, commercialization of its results, and
development of the relevantinfrastructure. Chinais ahead of the United States in terms of the
pace of development, and has set a goal to overtake the United States by the first indicator
by 2030, which is greatly facilitated by China's advantage in the amount of data available for
algorithmic analysis. By the third indicator — the level of legal regulation development — China
claims to be a leader, competing with the European Union, which is also striving to become
a pioneer in creating laws regulating relations related to the use of artificial intelligence.
Indeed, despite the growing number of regulatory initiatives worldwide, “the number of new
Al regimes with an established structure is still relatively small” (Dixon, 2023), while the need
for such regulation is growing due to the increasing risks associated with the introduction
of artificial intelligence.

1. Stages of the development of artificial intelligence regulation in China
1.1. Initial stage

The first stage is related to forming the bases for regulation in the field of artificial
intelligence. It is preparatory and includes the creation of program documents, registering,
inter alia, the emerging ethical norms, which may serve as a basis for legislative acts
in the future.

In 2015, China launched a comprehensive development program of the People's
Republic of China (hereinafter — PRC) called “Made in China — 2025"2. In July 2017, the
New Generation Artificial Intelligence Development Plan was published?, officially approved
by the PRC State Council.

T The Global Al Index. https://goo.su/ENE2B
2 chE$#2025. https://goo.su/600bkar
3 Webster, G., Creemers, R., Kania, E., & Triolo, P. (2017, August 1). China's ‘New Generation Artificial

Intelligence Development Plan’. Stanford University. https://goo.su/hdBFr
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The New Generation Artificial Intelligence Development Plan prioritizes the
development of artificial intelligence and outlines a national strategy with the objective
of making China a world leader in this field by 2030. Whereas previous policy initiatives
containing statements on Al development viewed it as only one of the tool for achieving an
objective, the Next Generation Al Development Plan is the first national initiative focused
on Al development and “intended to be a blueprint for a complete Al ecosystem for the
country” (Wu F. et al., 2020).

The New Generation Artificial Intelligence Development Plan, currently implemented in
China, is divided into three stages. The first stage is related to China gaining a competitive
position in the global market (until 2020); the second stage is related to the breakthrough
in theoretical developments and active implementation of artificial intelligence in various
segments of the Chinese economy (until 2025); and the third stage is related to China
achieving global leadership in the artificial intelligence industry (until 2030).

The plan is managed by the Artificial Intelligence Strategy Advisory Committee formed
in November 2017, coordinated by the PRC Ministry of Science and Technology, the Artificial
Intelligence Plan Promotion Office, and several other bodies. Despite the centralized
guidance, the plan contains a “wish list” to encourage local governments and the private
sector to innovate to help realize China's ambitions in the three strategically important areas
highlighted in the plan, namely: international competition, economic growth, and social
governance (Roberts et al., 2021).

The beginning of the establishment of regulation in the field of artificial intelligence
chronologically corresponds to the first stage of implementation of the Chinese national
strategy formulated in the New Generation Artificial Intelligence Development Plan.
The foundations for subsequent regulation started to be laid since 2017, at least, when
a number of state tasks were envisioned in order to achieve the objective stated in the
Chinese strategy. The New Generation Artificial Intelligence Development Plan includes
setting national standards and conducting research onlegal issues to build alegal framework
to accelerate the application of new technologies, with a special focus on regulating
unmanned transportation and service robots.

On June 1, 2017, the PRC Cybersecurity Law of November 7, 2016 came into effect*.
It was aimed at protecting critical networks and ensuring national “cyber sovereignty”
and became the first stone laid in the foundation of the future legal regulation of artificial
intelligence.

In 2018, China published the White Paper on Artificial Intelligence Standardization®,
which describes the technical standards already established in China and other countries

Creemers, R., Webster, G., & Triolo, P. (2018, June 29). Cybersecurity Law of the People’s Republic of China.
Stanford University. https://clck.ru/38Qivf

Triolo, P, & Ding, J. (2018, June 20). Excerpts from China's ‘White Paper on Artificial Intelligence

Standardization’. Stanford University. https://goo.su/plUop
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and proposes a system for developing international standards. The document was
prepared for the first meeting of the Technical Committee on Artificial Intelligence of the
International Organization for Standardization and was intended to bring the developed
international standards closer to those of the already existing Chinese ones. This
systematized presentation of accumulated experience in technical regulation contributed
to the formulation of the foundations of ethical regulation in the field under consideration,
which in turn preceded legal regulation.

In 2018, the Chinese government commissioned the China Association of Artificial
Intelligence (CAAI) to develop ethical guidelines for artificial intelligence. For this purpose, an
entire coalition was formed, whose participants included the Chinese Academy of Sciences,
the Beijing Academy of Artificial Intelligence, Beijing University, other academic organizations
and a number of Chinese artificial intelligence industry leaders (IT giants). In May 2019, the
“Beijing Artificial Intelligence Principles” were published®. Among the principles formulated
are: serving human values such as privacy, dignity and freedom, constant attention to Al
security, inclusion, openness, support for international cooperation, long-term planning, etc.
Chinese researchers, as well as scholars from other countries around the world, justified
the need to “regulate the development of Al according to the ethics and values of humanity”
(Wu W. et al., 2020).

Another document dedicated to ethical regulation is the Code of Ethics for New
Generation Atrtificial Intelligence’ published by the Ministry of Science and Technology
of the People’s Republic of China in September 2021. The document states that artificial
intelligence should be trustworthy and controlled, ensuring honesty and fairness, enhancing
human well-being, and protecting privacy and security. People have the right to retain the
choice to use services provided by artificial intelligence or to refuse to interact with artificial
intelligence systems at any point in the interaction.

The initial stage of establishing regulation in the field of artificial intelligence lasted
somewhat longer than the time allotted for it by the China’s national strategy, namely until
2021, when a number of legislative acts in this area appeared.

1.2. Current stage

The second stage of China’s strategy — a breakthrough in the theoretical development
and active implementation of artificial intelligence in various segments of the Chinese
economy — is planned up to 2025. It generally corresponds to the second stage of regulation
formation — the transition from program documents, including ethical rules, to the creation
of legislation on the use of artificial intelligence.

6 Beijing Artificial Intelligence Principles. (2019). International Research Center for Al Ethics and

Governance. https://goo.su/mkRid1y
7S —RAIEEEEME) £%. 2021409826 H. kiF: RHLER https:/goo.su/Gkéta
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Over 2021, a set of regulations related to artificial intelligence was adopted and entered
into force, primarily the following:

— Data Security Law of the People’s Republic of China, dated June 10, 2021, effective
from September 1, 20218;

- Personal Information Protection Law of the People’s Republic of China, dated August
20, 2021, effective from November 1, 2021¢;

— Critical Information Infrastructure Security Protection Regulations, dated August 17,
2021, effective from September 1, 202119,

For example, the PRC Personal Information Protection Law is a framework law that
establishes the basic principles, objectives, powers and responsibilities for the protection
of personal data, the value of which is increasing in the era of artificial intelligence;
however, it does not regulate specific issues. The detailed regulation that ensures the
application of the law is carried out by state regulators. The main regulator in the field
of artificial intelligence is the Cyberspace Administration of China (CAC), which usually
publishes bylaws.

As for the bylaws, it is worth mentioning Regulation on the Management of Algorithmic
Recommendations in the Information Services of the Internet, dated December 31, 2021,
effective from March 1,20227". The objective of this act is to prevent monopolistic behavior
of artificial intelligence platforms in order to protect the users’ rights. The document
requires special caution to meet the needs of older users, including to prevent fraud,
and prohibits the algorithmic creation of fake news, the use of discriminatory or biased
user tags in algorithmic recommendation systems, and the use of algorithms to engage
in monopolistic actions or abusive competition. The Regulation obliges service providers
to prevent discriminatory, exploitative working conditions for platform workers (usually
couriers and drivers), requires them to work towards mitigating the spread of negative
information, and gives consumers the right to disable algorithmic recommendations and
receive explanations when an algorithm significantly affects their interests.

On November 25, 2022, Provisions on the Administration of Deep Synthesis Internet
Information Services'? (sometimes referred to as the Deepfake Regulation) was published.
The document, effective from January 10, 2023, contains requirements for the provision

8  Data Security Law of the People’s Republic of China. (2021, June 29). Stanford University. https://goo.su/yUFiOA

Creemers, R., & & Webster, G. (2021, August 20). Personal Information Protection Law of the People’s
Republic of China. Stanford University. https://goo.su/Fkeic

10 Creemers, R., Sacks, S., & Webster, G. (2021, August 18). Critical Information Infrastructure Security

Protection Regulations. Stanford University. https://goo.su/DS60o

1T Provisions on the Management of Algorithmic Recommendations in Internet Information Services. (2021).
China Law Translate. https://goo.su/338U65

Provisions on the Administration of Deep Synthesis Internet Information Services. (2022). China Law

Translate. https://clck.ru/38Qr2i
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of deep synthesis services for the creation of images, video, audio, and text. The generated
content must comply with information control regulations, be labeled as synthetically
created, its providers must take measures to prevent misuse and register their algorithms
(it is prohibited to publish content created by artificial intelligence without special labeling).

In addition to national acts published by the China Cyberspace Administration, municipal
acts are emerging. They play an important role, as the municipalities in which such acts are
issued are usually multimillion high-tech megacities:

- Regulation of the Shanghai Municipality on Promoting the Development of the Artificial
Intelligence Industry, dated September 22, 202213. It aims to mobilize supercomputer
infrastructure, data centers and apply artificial intelligence technology in municipal
government (effective from October 1, 2022);

- Regulations for the Promotion of the Artificial Intelligence Industry in Shenzhen Special
Economic Zone, dated August 30, 202274, It aims to promote the use of artificial intelligence
while ensuring the ethical principles of using artificial intelligence to avoid discrimination
or violation of privacy (effective from November 1, 2022), etc.

In 2023, the China Cyberspace Administration, together with several other national
departments, issued the Regulations on the Interim Measures for the Management
of Generative Artificial Intelligence Services, dated July 10, 2023, which came into effect
on August 15, 202375, As stated in Article 1 of the Regulations, it is designed to promote
sound development and regulated use of generative artificial intelligence, safeguard
national security and public interest, and protect the rights of citizens and legal entities.
The document calls on administrative authorities and courts at all levels to adopt
a cautious and tolerant stance towards artificial intelligence. An example of a response
to this call is a 2023 decision of the Beijing Internet Court stating that content generated
by artificial intelligence can be protected by copyright'é, although it had previously denied
such protection (Wan & Lu, 2021). Recognition of copyright to certain Al-generated content
not only encourages its use, increasing the commercial value of Al-based products and
services, but also raises the question of corresponding revision of copyright law and
contradicts positions taken in other major jurisdictions, including the United States
(Huyue Zhang, 2024).

13 Regulation of the Shanghai Municipality on Promoting the Development of the Artificial Intelligence

Industry. (2022). https://clck.ru/38Qr3Z

Regulations for the Promotion of the Artificial Intelligence Industry in Shenzhen Special Economic Zone.
(2022). https://clck.ru/38Qr4H

Interim Measures for the Management of Generative Artificial Intelligence Services. (2023).
https://clck.ru/38Qr5D

Deng, I. (2023, December 1). Beijing court’s ruling that Al-generated content can be covered by
copyright eschews US stand, with far-reaching implications on tech’s use. South China Morning Post.

https://clck.ru/38Qr6K
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Another regulation, a draft of which was published by the China Cyberspace
Administration in August 2023, is due to be adopted in 2024; it is the Regulation on
Facial Recognition Technologies'”. The objective of this act is to regulate the use of such
technologies, protecting the right to personal information while maintaining public order
and security. The document prohibits the use of facial recognition technologies to analyze
race, ethnicity, religious beliefs and health status. The exception is when a person has
given consent or it is required in the interest of national security. Thus, while Chinese law
enforcement and state security agencies widely use facial recognition technologies, the new
rules limit the use of such technologies to non-state entities such as banks, airports, hotels,
etc. For security objectives, image collection and identification equipment must be installed
in public places, but the managers of facilities (buildings and structures) are not obliged
to use facial recognition to control entrances and exits and must ensure that alternative
means of identity verification can be used by those who wish it.

Among the projects under development, a draft law on artificial intelligence deserves
special attention. It is intended to regulate relations in the field of artificial intelligence
more fully. The project initialization was included in the 2023 legislative work plan
of the PRC State Council®. In August 2023, a preliminary law draft prepared by a group
of researchers from the Chinese Academy of Social Sciences was published as Model Law
on Artificial Intelligence, Version 1.0 (Draft Expert Proposal)'®. Stanford University experts
emphasize that it was prepared under the supervision of the Deputy Director of the Cyber
and Information Law Research Department of the Chinese Academy of Social Sciences,
who is also the head of a research project on artificial intelligence ethics and regulation.
This suggests that the project is supported by a number of influential Chinese politicians
and, although not governmental in nature, will “serve as a reference for legislative work"29.
The main objective of the project is to design a mechanism to maintain a balance between
security and development. The basic principles underlying the regulation proposed in the
draft are as follows:

— focus on the benefit of people (Art. 4);

— ensuring the safety of research and products based on artificial intelligence (Art. 5);

— openness, transparency and explainability (Art. 6);

— accountability and legal responsibility of those involved in the research, development,
provision or use of artificial intelligence (Art. 7);

17" Ministry of Justice of the People’s Republic of China. (2023). China mulls first nationwide comprehensive
guidelines for use of facial recognition technology. https://goo.su/zJOODV1

18 LB AT HRTEIR 5 BE 20234 B 37 TAE TR %0, https:/goo.su/rTEAeOX

19 ANTHEEEE CRIEE) 1.0) (EXEWRD . https://clck.ru/38QrG3

20 \Webster, G., Zhou, J., Shi, M., Dorwart, H., Costigan, J., & Chen, Q. (2023, August 23). Analyzing an Expert
Proposal for China’s Artificial Intelligence Law. Stanford University. https://clck.ru/38QrHZ
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— fairness and equality (Art. 8);

— resource efficiency and environmental protection (Art. 9);

— promotion of innovation (Art. 10);

— international cooperation (Art. 11);

— legality and legitimacy, obligation to adhere to socialist core values (Art. 14).

According to the law draft, the main responsibility will lie with the vendors (sellers),
but the developers will be required to provide the necessary assistance, for example,
in explaining the algorithms and in assessing the risks of the model. This will prevent
them from avoiding liability by including it in the vendor contract terms or under the pretext
of protecting trade secrets.

In addition, the law draft mentions a so-called negative list. Actions listed will require
special administrative approval, while actions not included in the list will only require
registration with the regulatory authorities. The list itself is not found in the draft, nor is
there any differentiation of regulation with regard to open source models. Such artificial
intelligence models are of great importance for knowledge dissemination and create
competitive restrictions for dominant companies, which usually do not disclose the codes
of their models. However, Article 43 of the draft provides for stricter oversight of “basic
models” that can be used in a multitude of Al applications.

The enactment of the Artificial Intelligence Law is likely to open up the next stage of the
Al regulation development in China, the prerequisites for which will be mentioned below,
when enumerating and explaining the characteristics of the Chinese approach.

2. Features of artificial intelligence regulation in China
2.1. Characteristics of the Chinese approach to artificial intelligence regulation

Before characterizing China's approach to Al regulation, it is worth highlighting some
points explaining the national Al development strategy. It is based on four main drivers
for development. The first of them is fundamental technology, i. e. the development
of microchips, which China is still forced to purchase abroad, being dependent on
foreign technologies. Among the countries supplying China with microchips and
equipment for their production, the United States, Taiwan, South Korea, Japan and the
Netherlands used to prevail. However, after the “trade war” between the U.S. and China
started in 2018, the objective of which is to prevent China from maintaining its primacy
in terms of technological development rate, there was a decline in the possibilities
to import chips and an increased need for technological sovereignty. The second factor
contributing to the artificial intelligence development is data; here China, thanks to its
large population, has a huge advantage. The third factor is qualified personnel capable
of creating the necessary algorithms, in which China is still losing to the United States.
The fourth factor is the commercial ecosystem of artificial intelligence and related
technologies, which in China is formed by IT giants that dominate the artificial intelligence

https://www.lawjournal.digital




Journal of Digital Technologies and Law, 2024, 2(1) elSSN 2949-2483

market (Keller et al., 2024). Such IT giants, which are private companies, but are closely
linked to the state, can quickly introduced new developments into their products due to
their large-scale production?'. As we can see, China has a number of advantages (amount
of data, infrastructure, commercialization opportunities), but lacks in chip development and
the necessary personnel. In an effort to overcome the shortcomings, China is developing
relevant programs and allocating significant resources to scientific research and training
of specialists.

For the field of artificial intelligence to develop and expand productively, investors and
entrepreneurs need clear “rules of the game”, and it is the law that should establish them.
China’s approach to regulating artificial intelligence reflects these “rules of the game”. As
with any approach, it has the following characteristics:

- a desire to promote the acceleration of technological development in its territory;

— a focus on preventing abuse by dominant market players;

- recognizing the primacy of ethical rules as a fundamental basis for the legal regulation
of artificial intelligence;

— declaring the priority of human rights (anthropocentrism), thus conforming to the
general principles in the field of artificial intelligence (Floridi & Cowls, 2019), proclaimed at
the level of the United Nations in 202222,

To the point, in November 2022, China published an official document entitled “Position
Paper of the People’s Republic of China on Strengthening Ethical Governance of Artificial
Intelligence”?3, which calls on the international community to agree on the ethics of artificial
intelligence and work on formulating a common international framework and standards.
In other words, China urged the international community to reach an agreement on the
ethics of artificial intelligence and work to formulate a common international framework
and standards, i.e. to concretize common principles for “global consensus with mutual
respect, and actions for the good of humanity” 4. The document emphasizes that China
advocates a responsible approach to artificial intelligence, including joint responsibility
and management by multiple stakeholders. The latter include governments and scientific
organizations, industry, community, etc.

21 Kovachich, L. (2020, July 7). Chinese experience of developing the artificial intelligence industry: strategic

approach. https://clck.ru/U8Egn

22 principles for the Ethical Use of Artificial Intelligence in the United Nations System (10 principles endorsed

by the United Nations System Chief Executives Board for Coordination in September 2022, based on the
2021 UNESCO Recommendation on the Ethical Dimensions of Artificial Intelligence).

23 permanent mission of the People’'s Republic of China to the United Nations office at Geneva and other

International organizations in Switzerland (2022, November 16). Position Paper of the People’s Republic
of China on Strengthening Ethical Governance of Artificial Intelligence. https://goo.su/0D2F02Q

24 7eng, Yi. (2022, November 23). China responsible on Al ethical governance. China Daily Global.

https://goo.su/vHFVIp
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The main features that distinguish the Chinese approach to Al regulation are:

1) responsiveness of regulation (quick response to technological challenges, where
a document is created that includes some general principles to make it clear to developers,
investors and users how to treat the relevant technology);

2) iterative regulation (state authorities adopt an act, test it, then adopt a new act or
a new version of the previous act depending on the results obtained, gradually specifying
the rules);

3) sectoral regulation (there is no law covering the norms that comprehensively regulate
the whole sphere; rather, separate normative legal acts are adopted to solve different
problems in the field of artificial intelligence);

4) ideological control (presence of censorship, in particular, censorship of algorithms);

5) broad powers of the state administration bodies to issue bylaws establishing many
exceptions and exemptions from the norms contained in the laws.

China’s approach emphasizes stimulating innovation in the field of artificial
intelligence while ensuring state control over the technology. With a vast territory and
many differences between regions, China allows each of them to develop their own
strategies (Yang & Huang, 2022). This does not contradict the national New Generation
Artificial Intelligence Development Plan, which includes a “wish list” that encourages
local authorities to implement new technologies in order to achieve the general public
interests.

According to the classification of approaches to artificial intelligence regulation
proposed by a European researcher N. Petit (a member of a high-level interdisciplinary
group of experts on artificial intelligence created by the European Commission in 2018),
all approaches can be divided into two groups — legal and technological. The approaches
of the first group aim to systematically address the issues arising from the artificial
intelligence application, while the approaches of the second group are driven by
technological change, addressing the problems that arise on a point-by-point basis
(Petit, 2017). In this sense, the Chinese approach should be categorized in the second
group.

The approaches included in the first group demonstrate comprehensiveness by
proposing “horizontal” regulation, where the provisions of a law cover a wide range of issues
in the area it regulates. In the approaches of the second group, including the Chinese one,
there is “verticality” of regulation: separate legislative acts address rather narrow problems,
which indicates not just sectoral character of regulation, but its fragmentation. At the same
time, the development of the draft law on artificial intelligence, taking into account the
already existing unofficial draft created in China, allows cautiously predicting some change
of the vector from a point-by-point to comprehensive regulation (which is facilitated by the
iterative nature of the Chinese approach), and hence the emergence of “horizontality” in the
regulation of artificial intelligence.

https://www.lawjournal.digital
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2.2. Advantages and drawbacks of the Chinese approach
to artificial intelligence regulation

Given the above features of the Chinese approach, its main advantages can be highlighted.

Firstly, the advantage of the approach arising from the regulation responsiveness is
that China was the world first country to regulate a number of issues in the field of artificial
intelligence. China’s legislation introduced legal norms that were not reflected in other
countries’ legislation even before the end of 2023. These are, in particular, such measures
as:

— introduction of licensing (supervisory regulation of advanced models of artificial
intelligence that may pose a threat to public safety);

- refusal to license companies that research, develop and use generative artificial
intelligence but do not provide services to the public;

- designating a specialized regulator for artificial intelligence, the Cyberspace
Administration of China;

- the regulator requiring generative Al developers to take measures to improve
the training data accuracy.

The inclusion of a number of new regulations has strengthened China’s claims
for leadership in the artificial intelligence regulation and the translation of its rules into
the international arena (Shaoxue, 2023).

Secondly, being iterative, the Chinese approach is flexible. This flexibility is explained,
on the one hand, by the high rate of artificial intelligence development and, consequently,
by the rapid changes in the situation, and, on the other hand, by the pragmatism
of the Chinese authorities. For example, facial recognition technologies — a subgroup
of artificial intelligence technologies — are widely used in public places in China, which has
repeatedly caused accusations of violating human rights. The new Regulation on Facial
Recognition Technologies, proposed for adoption in 2024, limit the possibility of non-
state organizations to use facial recognition for control and require the use of alternative
methods of identity verification. The new regulations were drafted with the help of court
practice, which is full of examples of Chinese companies held liable and fined for excessive
use of these technologies.

The flexibility of the approach is also evidenced by the emergence of elements
of comprehensive regulation proposed in the draft Artificial Intelligence Law, which will
cover all research and development, supply and use of artificial intelligence within the PRC
borders, as well as these activities outside of China if they affect or may affect national
security, public interests or the rights of Chinese citizens and organizations. As noted
above, this suggests a gradual transformation of the Chinese approach, at least a shift from
a sectoral or industry-based approach towards systemic regulation.

Thirdly, China is willing to learn from other actors in global politics; for example, the
PRC Personal Information Protection Law of 2021 was drafted after reading and partly
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influenced by the European Union’s General Data Protection Regulation (GDPR)?3, adopted
on April 14, 2016 and effective from May 25, 2018.

In addition to the strengths of the approach, the availability of large-scale datasets, which
are necessary for effective training of artificial intelligence, should be mentioned. In this
aspect, China has a tremendous opportunity due to the availability of data from government
surveillance. Researchers from countries competing with China sometimes complain that
the authoritarian nature of China’s political structure contributes to the quantity and quality
of datasets needed for training (Karpa et al., 2022).

Adrawback ofthe Chinese approachtoartificialintelligenceregulationistheduplication
of norms in various normative legal acts, which is a consequence of sectoral, or even
fragmented, regulation. Such duplication is also facilitated by the existence of a number
of agencies whose competence is not clearly delineated; hence they claim to regulate
artificial intelligence (along with the Cyberspace Administration of China). The powers
of state bodies are very broad and usually not specified (Roberts et al., 2023), so some
of them seek to contribute to the regulation of the new field. These are primarily state
administration bodies, but sometimes also judicial ones. For example, on July 27, 2021,
the Supreme People’s Court of China issued the provision “On several issues concerning
the application of law in the trial of civil cases involving the use of facial recognition
technologies to process personal information” 26, effective from August 1, 2021, which
applies to civil law disputes arising from the use of facial recognition technology
in information processing.

The widespread use of facial recognition technologies in China, on the one hand, helps
to ensure order and reduces the risk of committing common crimes, but on the other hand,
it infringes on the right to privacy and makes social ranking of citizens possible. Since the
system of controlling people’s behavior is based on artificial intelligence technologies, the
tracking of offenses is automated. For each detected offense a person is awarded points;
the more points, the lower the social ranking, which affects the access to jobs, various
services, travel and other benefits (Liang et al., 2018). Thus, public interests justify the
suppression of individual rights; as a result, the artificial intelligence regulation is aimed
not so much at protecting citizens as consumers, but at social control and projection
of power?’,

25 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection
of natural persons with regard to the processing of personal data and on the free movement of such data,
and repealing Directive 95/46/EC (General Data Protection Regulation). https://clck.ru/34U2FN

26 St wE M OARIRG AR B AN EE X RHEEM4 OEM EE EFT B K ONE.
https://clck.ru/38QrVH

27 Qiu B., & Kwok, D. (2023, December 8). China’s tightening grip on Al puts other nations at risk. Nikkei Asia.

https://clck.ru/38QrXm
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We should not forget about the ideological component of regulation in China, which, in
the opinion of some foreign researchers, is a significant drawback of the Chinese approach
(Lucero, 2019). However, this does not mean that ideology has no influence on the formation
of approaches in other countries. At the same time, the analysis of Chinese social networks
shows that, despite the party and state control over the public sphere, “general public has
expressed a sense of anxiety towards a future permeated with Al” (Mao & Shi-Kupfer, 2023).
Thus, the presence of ideology does not exclude the corrective impact of public discourse
on the formation of ethical regulation, under the influence of which legal regulation is built.

3. Comparative analysis of the Chinese approach to artificial intelligence
regulation versus other approaches

3.1. Comparison with the European approach to artificial intelligence regulation

In order to better explain the above features, advantages and drawbacks of the Chinese
approach, we will compare it with other approaches existing in the world. We will start
with the European one, as both of them are much better formed than the positions of the
countries that will be discussed further on.

The European Union, like China, claims for the world leadership in artificial intelligence
regulation. Their strategies for developing artificial intelligence evolved at roughly the
same time. Ethical regulation, perhaps, took shape faster in the European space; the same
can be said about the beginning of legal regulation, if we take into account numerous
European soft law acts?®. Thus, the European Union has gained some advantage, but
since it is an interstate entity comprising 27 countries, whose positions often differ and
require harmonization, the adoption of European legislation is slower than at the national
level (Filipova, 2023).

China, being a unified state, adopts laws and regulations faster. China has already
enacted a number of regulations in the field of artificial intelligence, while the European
Union’s draft Regulation on Artificial Intelligence??, submitted in April 2021 and expected
to be adopted by the end of 2022, was still not adopted a year later. On December 8, 2023,
the European Council and the European Parliament reached a preliminary agreement on
the draft. Even after the European Parliament, the European Council and the European
Commission approve the agreed draft in 2024, it will still take two years before the EU
Regulation on Artificial Intelligence becomes applicable, i.e. it will not enter into force

28 The first soft law act was the European Parliament Resolution of 16 February 2017 with recommendations
to the Commission on Civil Law Rules on Robotics (2015/2013(INL); on artificial intelligence regulation
in the European Union see: Filipova, I. A. (2023). Artificial intelligence: European approach to regulation.
Journal of Foreign Legislation and Comparative Law, 19(2), 54-65.

29 (2021, April 21). Proposal for a Regulation of The European Parliament and of the Council Laying Down

Harmonised Rules on Artificial Intelligence (Artificial Intelligence Act) and Amending Certain Union

Legislative Acts.COM/2021/206 final. https://clck.ru/38QrYw
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until 2026. It is worth specifying that certain provisions will become effective sooner,
for example, the prohibitions on unacceptable risk models will apply after six months.

The EU General Regulation on Personal Data Protection adopted in 2016 managed
to play the role of a global model, which most countries began to follow when creating their
own legislation in this area (it influenced China, the United States, and other countries).
However, the European Union Regulation on Artificial Intelligence is unlikely to play the same
role in the field of artificial intelligence regulation, including because China has surpassed
the European Union in creating legal regulation.

The carefully developed European approachis comprehensive; it provides for “horizontal”
regulation, where one normative legal act covers a wide range of issues, it applies to virtually
all types of artificial intelligence and all areas in which it is involved. In China there is branch,
sectoral, or “vertical’, regulation, when numerous acts are adopted, each establishing rules
on a fairly narrow range of issues. A distinctive feature of Chinese legislation, “contrasting
with the European legal tradition, is the wide discretion of public authorities, which may
implement extremely significant regulation and establish a lot of exceptions and exemptions
in their bylaws"3°,

The peculiarity of the European model of artificial intelligence regulation is that it is
risk-oriented. The established approach is based on risk assessment and provides for the
allocation of four groups depending on their level: unacceptable, high, moderate and minimal
risks. The criteria for determining the level of risks from the use of artificial intelligence
are the area and nature of this use. For example, the unacceptable risk group includes
artificial intelligence systems that pose a threat to the security of citizens and their rights
(in particular, allowing governments to conduct “social ranking” and biometric identification
in public places). The high risk group includes artificial intelligence systems used in critical
infrastructure, healthcare, law enforcement, and so on.

The draft Artificial Intelligence Law of the People’s Republic of China, although still
unofficial, shows the potential for transforming the Chinese approach. It may make it more
systematic in regulating artificial intelligence, as well as gaining elements of a risk-oriented
approach, which implies differentiation of regulation depending on the risk level. Such
differentiation is evidenced, for example, by the content of Article 43 of the draft Artificial
Intelligence Law of the People’s Republic of China, which establishes stricter supervision
over “basic models” of the artificial intelligence, i. e. the models trained on big data and used
in various Al products (Zhang, 2023). This suggests that China is learning from the European
experience.

30 sadovnikov, D. (2021, September 17). Review of the Personal Information Protection Law of the People’s

Republic of China (PIPL). Zakon.ru. https://clck.ru/38Qrag
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An important difference between China’s Al development strategies and those of the EU
is that in Europe, the policy debate over Al regulation are driven primarily by its widespread
adoption and the desire to control the likely harmful effects of its use (Cath et al., 2018).
In China, however, the starting point was the desire to fulfill the artificial intelligence potential.
In other words, while the European Union was initially concerned with harm reduction,
China was concerned with the prospects for innovation (Zeng, 2020). By now, however, this
distinction has begun to fade, as the Chinese government is now paying serious attention
to the issue of possible harm37.

As for the protection of basic human rights, the European approach is much
more focused on this than the Chinese approach. It is precisely because of the priority
of these rights that the European Union’s approach is rigid and partly hinders innovation.
The model based on the Chinese approach is more focused on promoting innovation for
the sake of national and public goods (Roberts et al., 2023), while the individual rights
are less important. In this context, it is understandable why “social ranking” based on
facial recognition technology is acceptable under Chinese law. Nevertheless, even
Western observers note that “coupled with new regulations on generative models, China
is demonstrating more nuanced oversight — though still favoring pragmatic balance over
hard limits on innovation”32,

So, while the European approach is inherently “horizontal”, rigid and risk-oriented, the
Chinese approach is inherently “vertical”, flexible and, due to the latter quality, more capable
of transformation.

Despite the difference in approach, China and the European Union are trying to dialog
on technology regulation. The first “high-level digital dialog” took place in 2020, and
the second in September 2023, when the topic of artificial intelligence regulation and
cross-border data flows was raised. As a result of the next round of dialogue, the parties
agreed to promptly exchange information on unsafe products sold over the Internet, and
to organize regular seminars to familiarize each other with legislative updates and best
practices33.

3.2. Comparison with the American approach to artificial
intelligence regulation

As was mentioned above, while China today is inferior to the United States in terms
of artificial intelligence development, in terms of the pace of development it surpasses all
countries in the world. The degree of development of American legal regulation in the field

31 sun, X. (2022, April). Decoding China’s “common prosperity” drive. https://goo.su/FBDTqy

32 Ay, A. (2023, October 19). China vs US Approaches to Al Governance. The Diplomat. https://clck.ru/38Qrem
33 European Commission. (2023, September 18). EU-China: Commission and China hold second High-level

Digital Dialogue. https://clck.ru/38Qrfg
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of artificial intelligence lags behind China and the European Union. In the USA there is still
no integral national legislation on artificial intelligence, but a “patchwork quilt” of various
normative acts. The main of them as of the beginning of 2024 are two federal laws and three
orders of the US President:

— National Artificial Intelligence Initiative Act of December 28, 202034, aimed at
ensuring US leadership in artificial intelligence research and development, preparing the
US workforce to integrate artificial intelligence systems into all economy sectors, and
coordinating civilian and military research and development;

— Artificial Intelligence Training Act, pursuant to the Acquisition Workforce Act,
No. 117-207 of October 17, 202235;

— Executive Order 13859 of the President of the United States, dated February 11,2019,
“Maintaining American Leadership in Artificial Intelligence”36, which was the first to present
the US strategy for Al development;

— Executive Order 13960 of December 3, 2020, “Promoting the Use of Trustworthy
Artificial Intelligence in the Federal Government”37;

— Executive Order No. 14110 of October 30, 2023, “On the Safe, Secure, and Trustworthy
Development and Use of Artificial Intelligence”38, which established standards to protect
against potential risks of artificial intelligence.

There are also programmatic documents that are not legally binding, such as the Al Bill
of Rights3?, published in 2022, which is a statement of principles highlighting key values
in relation to the proliferation of Al.

Regulatory uncertainty in this area persists, and many bills introduced in the
U.S. Congress have been rejected, such as the draft laws on deepfakes, artificial
intelligence in government, and its use in the workplace. In the near term, several new
bills have a chance to be passed, but they will also address specific issues: algorithmic
bias, data privacy, and protection against misinformation generated by artificial
intelligence.

34 HR.6216 - National Artificial Intelligence Initiative Act of 2020. https://clck.ru/38Qrgs

35 Artificial Intelligence Training for the Acquisition Workforce Act or the Al Training Act Law No. 117-207.

(2022, November, 17). https://clck.ru/38QvAo

Maintaining American Leadership in Artificial Intelligence. Executive Order No. 13859. (2019, February 11).
https://clck.ru/38Qrhw

Promoting the Use of Trustworthy Artificial Intelligence in the Federal Government. Executive Order
No. 13859. (2020, December 3). https://clck.ru/38Qrix

WH.gov. (2023, October 30). Executive Order on the Safe, Secure, and Trustworthy Development and Use
of Artificial Intelligence. No. 14110. https://clck.ru/38Qrju

39 WH.gov. Blueprint for an Al Bill of Rights. https://clck.ru/38Qrm3

36
37

38
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All of the above confirms that the American approach to artificial intelligence
regulation is inferior to the Chinese and European ones, as it demonstrates extreme
fragmentation of legal regulation. The development of American legislation lags behind
Chinese and European legislation by at least 1-2 years. The legislation of some states,
for example California, is being formed faster, but the acts adopted at the state level also
demonstrate the lack of a comprehensive approach. A number of initiatives give grounds
to say that the level of potential risk of different models of artificial intelligence will be
taken into account when creating legal regulation4?, i.e. the risk-oriented approach inherent
in European regulation is likely to be adopted by the American approach as well.

According to the generalized classification of approaches proposed by N. Petit, all
approaches are divided into two subgroups - legal and technological. The influence
of American IT giants, such as Amazon, Google, OpenAl, etc., on artificial intelligence
regulation contributes to the formation of a technological approach in the United States,
while maintaining the regulation specificity. At the same time, U.S. Executive Order No. 14110
of October 30,2023, “On the Safe, Secure, and Trustworthy Development and Use of Artificial
Intelligence” covers the issues of artificial intelligence much more comprehensively than
the previously issued acts, promoting the creation of a comprehensive regulation inherent
to the legal approach. The key provisions of this act require specific actions by technology
companies and federal agencies. For example, developers of powerful artificial intelligence
systems are obliged to share the results of their security checks with the U.S. government.

The further spread of generative Al and the adoption of the European Union’s Regulation
on Artificial Intelligence in 2024, as well as the emergence in 2023-2024 of new regulations
governing specific Al issues in China (plus work on an Al Law), will stimulate the development
of legal regulation in the United States. Many experts point out that 2024 will be a landmark
year for the country in this respect: a series of legislative proposals have been submitted
to the U.S. Congress.

We can sum up that the European and American approaches are closer in their
understanding of human rights due to their belonging to the same, so-called Western
civilization. The Chinese approach to artificial intelligence has fundamental differences from
the European and American ones; the reason is the conceptual difference in worldviews
and the divergent socio-cultural characteristics, which cannot but be transmitted by law.
However, the Chinese and American approaches share the unwillingness to sacrifice
the opportunities for innovative development, so the US approach is even more cautious
than the Chinese one and much softer than the rigid European one in creating regulation.
As a consequence, some Chinese scholars have suggested that China's approach should be
called neutral (Li, 2023), although it may be more logical to speak of moderation.

40 Eyropean Commission. (2023, May 31). EU-U.S. Terminology and Taxonomy for Artificial Intelligence.
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DespitetherivalrybetweentheUnited Statesand Chinaintheraceforleadershipinartificial
intelligence, the same concern for the consequences of uncontrolled use of technology is
common to all. This does not exclude some convergence between the different approaches,
provided they are flexible enough. Attempts to harmonize approaches are being made at the
international level. For example,on November 1,2023, the Bletchley Declaration*! was signed,
recognizing the international nature of risks and committing to cooperate in the search for
a universal approach to the responsible use of artificial intelligence. The Declaration was
signed at the first global Al Safety Summit by representatives of 28 countries, including
China, the United States and European Union member states.

3.3. Comparison with the approaches of the leading Asian countries
to artificial intelligence regulation

Now itistimetocomparethe Chinese approachwith artificial intelligence regulation emerging
in other Asian countries leading in technology development. It should be emphasized that,
while the belonging of countries to the Western civilization does not mean close proximity of
emerging approaches, as we may see by the example of the United States and the European
Union, in the case of Asian countries it is even less justified to hope for a common approach
within the framework of a single civilization model due to the absence of the latter. Below
we consider the examples of Japan, South Korea and Singapore, these countries often being
mentioned in scientific articles as arousing research interest (Dremliuga, 2022; Kubota, 2023;
Shakhnazarova, 2021).

Japan is taking a soft approach to regulating Al in order to stimulate economic growth.
The country aims to strengthen its position in the ranking of Al-friendly jurisdictions. In 2019,
Japan published the Social Principles for Human-Centric Al#Z, forming the basis of Japanese
policyinthis area.In 2021, Japan’s Ministry of Economy, Trade and Industry published a report
on artificial intelligence management in which “legally binding horizontal requirements for
artificial intelligence systems”43 were deemed unnecessary for the time being. This is due
to the difficulty of creating regulations that match the speed and complexity of Al innovation,
while static and detailed regulations can stifle innovation.

In April 2022, Japan’s Cabinet Council for the Promotion of Comprehensive Innovation
Strategy published the Artificial Intelligence Strategy 2022. A year later, in April 2023,
the Artificial Intelligence Development and Implementation Project Group of one

41 Gov.UK. (2023, November 1). The Bletchley Declaration by Countries Attending the Al Safety Summit,
1-2 November 2023. https://clck.ru/38Qro5

42 gocial Principles of Human-Centric Al. (2019). https://clck.ru/38QrpG

43 Expert group on how Al principles should be implemented. (2021, July 9). Al Governance in Japan. Version 1.1.

https://clck.ru/38Qrq8
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of Japan's leading parties (Liberal Democratic Party) published a proposal titled “White
Paper on Artificial Intelligence: Japan's National Strategy for the New Age of Artificial
Intelligence”, which recognizes a significant impact of large language models, including
ChatGP, on the society and emphasizes the need to develop a new national strategy. In the
spring of 2023, the Japanese government established the Artificial Intelligence Strategic
Council and the Artificial Intelligence Strategic Group to formulate an updated national Al
strategy.

In general, Japan welcomes flexibility in the regulatory approach by combining voluntary
efforts by companies to manage Al with providing non-binding guidance for such efforts
by government agencies. Japan is trying to elaborate certain rules aimed at increasing
the positive Al impact on the society without hindering technology development due
to “overestimated risks"44.

A similar approach is adopted in Singapore, where there is also no specific legislation
in place yet. In 2019, Singapore announced its national strategy, similar to China’s, aimed
at achieving leadership in artificial intelligence by 2030. Following the strategy approval,
Singapore launched national Al projects in five areas recognized as critical in terms
of socio-economic impact: logistics, municipal services, personalized learning, prediction
and treatment of chronic diseases, and border control.

The Singapore government has repeatedly emphasized the importance of responsible
use of artificial intelligence, and national agencies are issuing policy documents on the
practical application of artificial intelligence. For example, in 2023, a document entitled
“Generative Al: Implications for Trust and Governance” was published, which identifies six
risks and six ways to manage the risks*>.

As we can see, neither Japan nor Singapore consider it necessary to force the adoption
of laws on artificial intelligence, which distinguishes them from the European Union and
China. However, given the rigidity of the European approach, European regulation is the least
consistent with the approach of these countries, while the American approach is noticeably
closer.

One more example is South Korea, another technologically advanced country
in Asia, where the issue of establishing legal regulation of artificial intelligence is on the
agenda. In February 2023, the Korean Parliament’s Committee on Science, Information
and Communication Technology, Broadcasting and Communications approved a bill
on the development of the artificial intelligence industry and the framework for

44 Habuka, H. (2023). Japan’s Approach to Al Regulation and Its Impact on the 2023 G7 Presidency.
Washington. Center for Strategic and International Studies. https://goo.su/yqfL

45 Generative Al: Implications for Trust and Governance. (2023). https://clck.ru/38QrsQ
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a trustworthy artificial intelligence?®. The vote on the bill was scheduled as early as 2023,
but was delayed due to political difficulties before the general election in April 2024.

The proposed law is intended to provide a framework to comprehensively regulate the
artificial intelligence industry in South Korea. Like the draft European Union Regulation on
Artificial Intelligence, it takes a risk-based approach, identifying “prohibited risk”, “high risk”,
and “low risk” groups of artificial intelligence systems (Article 2), while proclaiming the
principle of “priority authorization and subsequent regulation” for the development and use
of artificial intelligence (Article 5).

In addition, South Korea has the Intelligent Robots Development and Distribution
Promotion Act dated March 28, 200847, which is largely responsible for making the
country one of the world'’s top 5 robotics manufacturers by 2020. The level of robotization
of production and services in South Korea is one of the world highest. Continuing to
compete with global leaders, South Korea is striving to surpass all others in the field of
robotics. In 2023, the law was amended to increase the level of localization (volume of the
local production of components) by relaxing the requirements for companies specializing
in intelligent robots*®. It is evident that the Korean approach shares some common
features with the European one by taking into account the risk level to differentiate the
regulation of artificial intelligence, but is less restrictive and, like the Chinese approach,
more innovation-friendly.

Conclusions

Having traced the China’s path of development of artificial intelligence legal regulation, we
can state that China was the world first country to enact regulations governing the artificial
intelligence industry, thus confirming its claims to leadership in this field.

The regulation responsiveness allows removing a number of issues debated within
the Chinese society, or, at least, adjusting the agenda. The iterative nature of regulation
allows for a gradual, step-by-step process of improving regulation, eventually defining the
“rules of the game” necessary for business and society to increase trust in Al. By rapidly
increasing regulation, China is “creating a foundation for Al exports across the Global South
and countries participating in its Belt and Road Initiative” 4°.

China’s approach to Al regulation is sectoral, like the American one; although, similar
to the European one, it is much more elaborate than the US approach. The Chinese approach

46 olZ X5 Ml Gl AH YO hitps:/goo.su/IMr7Y

47 Intelligent Robots Development and Distribution Promotion Act No. 9014, March 28, 2008. https://clck.
ru/38QrvC

48 Mol == Trst ALICT 2 BE & 28(2-@). hitps://clck.ru/38Qrvs
49 Heath, R. (2023, May 8). China races ahead of U.S. on Al regulation. https://clck.ru/38Qrwa
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can be called flexible, unlike the European one, which is characterized by rigidity and
therefore inhibits innovation. The flexibility allows China to promote the artificial intelligence
development rather than hinder it by setting up barriers for developers. However, this does
not mean that there are no barriers in China; they do exist and relate to the observance
of socialist values (ideological barriers).

Nevertheless, China, like other actors of world politics, supports interstate cooperation
and advocates convergence of approaches within the frameworks of what is feasible. It is the
pragmatic nature of the Chinese approach that allows stating its influence on the legal
regulation being created in other countries, along with the influence of the European Union,
which is limited due to the strictness of its approach. In turn, the Chinese approach is likely
to be somewhat transforming over time, taking into account the European experience
of regulation. This can be seen in the sprouts of systematicity manifested in the Chinese
draft Al Law.

To summarize, we can conclude that the interest in the studies of the Chinese experience
of artificial intelligence regulation will increase, as 2024 and 2025 will face a rapid growth
of regulation in this area due to the surge of generative artificial intelligence development
and the emergence of much more complex models of other types of artificial intelligence,
opening new opportunities, but also provoking the emergence of new problems.
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AHHOTaUuNA

Llenb: npocnegutb TPaeKTOpPWUIO PasBUTMSA MPaBOBOrO PErynvMpoBaHus
B cpepe NCKYCCTBEHHOIO MHTennekTa B Kutaickoi HapogHoi Pecny6iu-
K€, BbISIBUB JOCTOMHCTBA M HEAOCTaTKM KUTAWCKOro mopxofa K perynu-
pOBaHWIO UCKYCCTBEHHOIO UHTENNEKTA U 0603HAYMB NEPCMNEKTUBbI HaLW-
OHaNIbHOIO PerynupoBaHus Ha Gnvxaiee Gyayliee C y4eTOM MUPOBOFO
onbITa.

MeTopbl: B OCHOBE UCCNefoBaHUA nexar o6u4eHaqub|e MeTo bl aHan-
3a U CNHTEs3a, KJ'IaCCMd)MKaLI,MM, CUCTEMHBIN U d)YHKLl,MOHaJ'IbeIﬁ noaxoAbl.
Takxke ucnonb3oBanuncb d)OpMaﬂbHO-I-OpVI,D,M‘-IeCKMﬁ, CpaBHUTENbHO-Mpa-
BOBOM U I/ICTOpI/IKO-I'IpGBOBOI?I MeTOobl.

PesynbraThbl: NpoBefleHHOE WUCCNELOBAHME LEMOHCTPUPYET OBOCHOBAH-
HOCTb KWTaNCKMX MPUTA3aHWIN Ha MUPOBOE NIMAEPCTBO B CO34aHWUM npa-
BOBOIO PEeryMpoBaHWU UCKYCCTBEHHOrO MHTENSEKTa, TaKk KaK MMEHHO
B KuTae npuHATbI NepBble, Y)Ke BCTYNUBLLUE B CUJTY HOPMaTUBHbIE NPaBo-
Bble aKTbl, NPaBAa, KaXXAbli U3 HUX KacaeTcsi y3KOro Kpyra BOMpoCcoB, Moka
OTCYTCTBYET 3aKOH, KOTOPbI 6bl ycTaHaBAMBaN HEKOTOpble 06Lume npaBu-
na Anst MHAYCTPUM UCKYCCTBEHHOIO MHTENNeKTa. Cpean XxapakTepHbIX 4epT
KMTalcKoro nopxopa, B Nepeyto oyepefb, Ha3BaHbl €ro UTepaTUBHOCTD,
No3BONSAOLWAsA C KaXAblM HOBbIM LLIAaroM KOPPeKTUPOBaTb PerynMpoBa-
HWe, U OTpac/eBoi xapaKTep perynpoBaHus.

HayuyHass HOBM3Ha: B MpoOLIECCe MCC/IelOBaHUS BbifefieHbl Y OMUCaHbI
aTanbl pasBUTUA NMPaABOBOMO PeryiMpoBaHUsA UCKYCCTBEHHOIO MHTESEK-
Ta B Kutae, BbisiBJIeHbl U apryMeHTUPOBaHbl OCTOMHCTBA U HEA0CTaTKM
KMTaNCKOro nogxofa K NpaBoBOMY PeryiMpoBaHuIo, NPOM3BEAEHO CpaB-
HEeHWe [AaHHOro nogxoga C MoAxoAaMu OCHOBHbIX conepHukoB KuTtas,
KOHKYPUPYIOLWMX C HUM MO YPOBHIO PasBUTUSI TEXHOMOMUIA U MO YPOBHIO UX
NpPaBOBOrO peryimpoBaHus. Bece BbilenepeyncrieHHoe No3BoIMA0 NPUnTH
K BbIBOAAM OTHOCUTENbHO MOCNEeAYHOLLEero pa3BnuTMs NPaBoBOro perynu-
poBaHuA B KuTae 1 B MUpe B LIeSIOM.
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MpakTuyeckas 3Ha4YMMOCTb. O3HAKOMJIeHMEe C MaTepuanamu nccrepoBa-
HUSA faeT BO3MOXHOCTb MHTEPECYHOLLMMCS MPaBOBEAaM, U He TONbKO UM,
Mony4YnTb YeTKOoe NpeAcTaBeHNe 0 AOCTUIHYTOM KuTaem ypoBHe perynu-
poBaHus B ctepe UCKYCCTBEHHOro MHTensekTa. OnbiT Kutas npepcras-
NsieT 3HAYMTENbHbIW UHTEPEC A1 OCTaNbHOr0 MUPA, NO3BOSSA y6eauTbCs
Ha NpaKTMKe B NMPaBUSIbHOCTU AW OLUIMG0YHOCTU BO3MOXHbIX BapyaHTOB
perynupoBaHusi B HOBOW U CIIOXHOM o6nacTu. PesynbTaThl UccnefoBaHus
MOFYT 6bITb UCMOJIb30BaHbl HE TONIbKO B MPaKTUKE NPaBOBOro pPeryimpo-
BaHus B cepe UCKYCCTBEHHOIO MHTENNEKTA, HO U NPU NMOAFOTOBKE NEKLMIA
no y4eb6HbIM Kypcam COOTBETCTBYHOLLEN HarpaBfieHHOCTH, CO34aHuN yyeb-
HbIX MOCO6WIA ANs CTYAEHTOB-IOPUCTOB.
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