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Abstract

Objective: to summarize and analyze the approaches, established in criminal
procedural science, regarding the use of artificial intelligence technologies,
to elaborate an author's approach to the prospects of transformation
of criminal procedural proving under the influence of artificial intelligence
technologies.

Methods: the methodological basis of the research is integrity of general,
general scientific and specific legal methods of legal science, including
abstract-logical, comparative-legal and prognostic methods.

Results: the main areas of using artificial intelligence technologies
in the criminal procedure are defined, such as prophylaxis and detection
of crimes, organization of preliminary investigation, criminological support
of crime investigation, and assessing evidences at pre-trial and trial stages.
The author comes to a conclusion that the rather optimistic approach
to this issue, established in the science of criminal procedure, significantly
outstrips the actually existing artificial intelligence technologies. The main
requirements are identified, which the activity of using artificial intelligence
in collecting evidences in a criminal case should satisfy. The author pays
attention to the problems of using artificial intelligence technologies
in conducting expert assessments, requiring an improved methodology
of forensic work. The issue is considered of the prospects of transforming
the criminal-procedural proving process under introduction of artificial
intelligence technologies. A conclusion is substantiated that the assessment
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of evidences with mathematical algorithms, in which preset values of each
evidence quality are used, contradict to the principle of free assessment
of evidences in the criminal procedure. The author comes to a conclusion
that today there are no sufficient grounds for endowing artificial intelligence
with legal personality during proving.

Scientific novelty: the work presents an attempt to consider the role
of artificial intelligence in the criminal-procedural proving; it specifies
the requirements to be met by this technology during evidences collection
and analyzes the prospects of transforming the proving process under
the introduction of artificial intelligence technologies.

Practical significance: the main provisions and conclusions of the research
can be used to improve a mechanism of legal regulation of artificial
intelligence technologies in the criminal procedure.
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Introduction

The theme of artificial intelligence in a criminal procedure seems rather futuristic, as
the phenomenon per se can be called purely technical;, essentially, it is no more than
a mathematical algorithm intended for, to keep it simple, processing the incoming information
and forming new information on its basis. However, digital technologies so rapidly enter not
only everyday life but also such special spheres as criminal procedure, that science cannot
stay aloof and ignore the issues which at first glance seem to have no real practical application.
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Researchers justly note that we will not be prepared for new challenges emerging
in connection with modern technologies, if we do not discuss them right now (Vesnic-Alujevic
et al., 2020; Feijoo & Kwon, 2020; Robles Carrillo, 2020). Hence, it is especially important
to study the prospects of artificial intelligence technologies in the criminal procedure,
to analyze the problems emerging thereof and search for possible optimal variants of solving
them, and to predict the ways of criminal procedure development.

Criminal procedure, like any other branch of legal science, requires an objective and
unbiased assessment of how the use of artificial intelligence corresponds to the goals
and tasks set before it, what influence the use of these technologies has and will have
in the future on the protection of personality against unsubstantiated criminal prosecution.
Such assessment should not be excessively and groundlessly optimistic, as in the absence
of strong artificial intelligence any statements about robots substituting judges tomorrow
cannot be perceived seriously. However, one should not slide to the opposite — to blind
negation of the prospects of using new technologies, including in such a complex abstract
sphere as the proving process.

One should agree with the researchers who believe that there is a need to analyze
the approaches, established in the science of criminal procedure, to assessing the prospects
of using artificial intelligence technologies and, based on such analysis, to consider the issue
of the role of these digital technologies in the criminal-procedural proving (Silva et al., 2020;
Kaur et al., 2023; Wang & Ma, 2022; Kalai et al., 2022; Cascavilla et al., 2021).

1. Mathematical algorithms in the service of criminal procedure

As early as in 1990, Professor Rissland noted that there is a fruitful synergy between
law and artificial intelligence; law opens broad opportunities for developing analytical
and computational models of artificial intelligence; at the same time, certain
characteristics of law make it an especially complicated sphere for artificial intelligence
(Rissland, 1990).

Thirty years after these statements we can distinguish several areas in which artificial
intelligence technologies are used or are planned to be used in criminal procedure (in a broad
sense).

1.1. Prophylaxis and detection of crimes

Scholars mark the potential of the artificial intelligence technologies in the sphere
of prophylaxis and detection of crimes. For example, foreign researchers write about the
possibility of using artificial intelligence to detect some cybercrimes (Kaur et al., 2023;
Kalai et al., 2022; Cascavilla et al., 2021). A work by A. M. Tsirin and E. A. Artemenko
describes software based on artificial intelligence technologies, which is intended
to analyze the performed monitoring or oversight activities and reveal the true reasons
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for damage incurred and the indicators of risk of the potentially dangerous observees
(Tsirin & Artemenko, 2023). To struggle against corruption, N. A. Kuzmin proposes to create
artificial intelligence based systems of tracking financial transactions, money input and
output (Kuzmin, 2021). S. V. Rastoropov presents a review of such software in the sphere
of preventing and detecting crime as ShotSpotter, Prepol, CloudWalkTechnology, HART, VAA,
which are already successfully used in police activity (Rastoropov, 2020).

1.2. Organization of preliminary investigation

In this area, Yu. A. Tsvetkov, for example, suggests developing “an artificial managerial brain”
capable of generating “optimal variants of solutions at all nods a criminal case trajectory”
(Tsvetkov,2021). M. A. Malinaconsiders it possible to apply artificial intelligence technologies
to detect and correct various distortions of the form of procedural documents, as well as
to identify poor-quality and potentially unreliable information incoming to an investigation
officer (Malina, 2021).

1.3. Criminological support of crime investigation

A good example is “Zerkalo” (“Mirror”) software described in the article by D. N. Sretentsev
and V. R. Volkova; it allows revealing the signs of intraframe editing of videos made
by artificial neural networks which synthesize video images of people (deepfake)
(Sretentsev & Volkova, 2021). An article by F. Rahman describes a research conducted at
Syracuse University, where machine learning was used to classify and identify individual
DNA profiles, as well as to analyze large amounts of complex data to reveal patterns some
of which can be inaccessible to human analysis (Rahman, 2019). An article by Silva et al.
(Silva et al., 2020) researches the possibility of using artificial intelligence to analyze images
as evidences in criminal procedure.

1.4. Assessing evidences at pre-trial and trial stages

For example, A. V. Sibilkova assumes that the sufficiency of collected evidences can be
estimated on the basis of machine learning of artificial neural networks of the results
of criminal investigations of certain categories of cases, i. e. “artificial neural networks
must obtain information about what was lacking to convict” (Sibilkova, 2019). As a model
for introducing artificial intelligence into the system of justice, A. V. Makutchev sees its
functioning “on equal terms, in cooperation with a judge” or substituting a judge with
artificial intelligence (Makutchev, 2022). Awork by A. A. Sumin and O. V. Khimicheva provides
a good example of using artificial intelligence systems for assessing evidences at pre-trial
stage in China (Sumin & Khimicheva, 2020). The problems and prospects of using artificial
intelligence at that stage of a criminal procedure were also considered by foreign authors
(Stoykova, 2023; Yassine et al., 2023; Amariles & Baquero, 2023).
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The above brief review shows that the science of criminal procedure have long formed
a rather optimistic approachtotheissue of using artificial intelligence technologies in various
spheres, including in criminal-procedural proving. However, this approach largely outstrips
the actually existing artificial intelligence technologies, i. e. it can be stated that researchers
mostly express their expectations and prognoses about the possibilities of using new
technologies.

Undoubtedly,the use of newtechnologiesinany of the above areas can only be welcomed.
However, one should realize that there must be a clear and solid reason to introduce
a certain technology into the criminal procedure. This is because a criminal procedure as an
indispensible part of a legal procedure does not need any technologies; it is, so to say, self-
sufficient. Is any technology needed to initiate a criminal case, collect evidences, submit
them to the court where they will be considered and a decision on the merits will be made?
Surely not. All this can be done even in the absence of pen and paper, exactly as it was done
in the early human history.

Apparently, the areas of using artificial intelligence technologies touch upon all stages
of the proving process in a criminal case. Some of them are used to collect evidences, serving
in that instance as a tool of obtaining the evidence information in the hands of a subject
of proving. Other technologies may be applied in checking and even assessing evidences.

Evidences and proving underlie all procedural decisions in a criminal case, directly
influencing the rights and interests of the process participants. Thus, this is one of the most
sensitive spheres of the criminal procedure. In the Russian legal tradition, proving is
considered to “the core of criminal process” (Sheifer, 2022), “the centerpiece of all
procedural activity” (Lupinskaya, 2023). Thus, from the viewpoint of the science of criminal
procedure, it is important to define the place of artificial intelligence technologies, including
in the future, in proving in a criminal case: should they be perceived exclusively as a tool
with the help of which certain data relevant for the criminal case can be obtained, which
can be shaped as evidences, or one may speak of the changes in the very nature of proving
in a criminal procedure as it transforms from the sphere of human cognition into the sphere
of machine cognition, where the role of a human being is reduced to just registering its
results in a particular law-enforcement decision.

2. Artificial intelligence in the hands of a subject of proving

Using artificial intelligence technologies to obtain evidential information relevant for the
criminal case implies a certain processing of the data contained in the source of evidence.
Accordingly, there appears a risk of distorting or transforming this information, which may
ultimately influence the reliability of the evidence per se (Stoykova, 2023). The subject
of proving and the process participants must have a possibility to estimate how the said
processing of information was taking place and make certain of its results.
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2.1. Problems of collecting evidences using artificial intelligence technologies

One should agree about the main problems emerging at the stage of collecting evidences
using artificial intelligence technologies, which were formulated by Eftychia Bampasika
(Bampasika, 2021):

1. Inexplicability — the complexity of understanding the algorithms used by artificial
intelligence leads to the impossibility of verifying or challenging such evidence. Indeed,
if during evidence collection certain software based on artificial intelligence is used, for
example, a facial recognition (identification) system or an image restoration system, then
the algorithm underlying this product must be transparent and accessible for studying both
by the subject of proving and the process participant.

2. Discrimination and bias — the information on which basis artificial intelligence
makes a decision is not always complete and free of bias or distortions. That means
that the set of data fed to, say, a neural network for “learning” must be accessible by
the participants of the proving process, for them to have an opportunity to reveal any
distortion or bias.

3. Lack of responsibility — the functioning of artificial intelligence is in any case based
on the human activity which is not sufficiently regulated by law. The activity of creating
and developing technologies allowing for collecting of evidences or information, on which
basis evidences in a criminal case are subsequently formed, must be not only legislatively
regulated but also meet the fundamental principles of a criminal procedure.

The above issues are actually worrying; therefore, any artificial intelligence technology
used in a criminal procedure with a view of obtaining and collecting evidences must
possess a set of properties which allows obtaining, as a result, evidence admissible from
the viewpoint of criminal-procedural law.

2.2. Using artificial intelligence technologies in conducting expert assessments

Inthis aspect, animportant position today belongs to using artificial intelligence technologies
when conducting expert assessments. For example, using neural networks, based on
machine learning, during expert research must be reflected in the research section of the
expert’s opinion.

An example of how the use of artificial intelligence technologies can be specified in
an expert’s opinion is an article by Alessandro Marrone and a group of biologists, which
thoroughly describes the methodology of the research determining the bloodstains age by
colorimetric analysis, including using five different machine learning approaches (Marrone
et al., 2021). The researchers describe each of the machine learning approaches applied
and the results obtained. One may easily see how the use of any other artificial intelligence
based tool (like a neural network) should be similarly described when conducting a biological
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expert assessment. This will allow estimating the content of the expert’s opinion from the
viewpoint of their reliability and, as a result, provide an opportunity to use these conclusions
in proving in a criminal case.

Another example showing the use of artificial intelligence technologies in a criminal
procedure as a tool for obtaining and collecting evidences is a deepfake technology. With
its development, the accessibility and, accordingly, breadth of its use in criminal sphere will
only increase. One may easily imagine using deepfake in banking or insurance fraud and
other crimes of such kind. Hence, as early as today we should prepare a scientific basis
for relevant expert research, which are, apparently, impossible without applying artificial
intelligence tools. If a neural network can generate a fake video, then an expert must have
available a no less effective neural network capable of recognizing such video. Hence,
a symmetric answer to developing the deepfake technology must be development of a new
methodology of portrait and videoscopic expertise taking into account the most vulnerable
aspects of this technology, for example, such as the presence or absence of reflection in
the eyes of the personages on video. As we have mentioned above, the Russian Ministry
of Internal Affairs tries to develop such software in order to counteract the criminal deeds
using deepfake. However, besides technical means, one should provide for the relevant
methodological support of such activity.

As one can seg, collecting evidences with the help of artificial intelligence technologies,
provided this activity meets the requirements of openness, controllability, objectivity and is
supplied with arelevant liability mechanism, fully complies with the principle of free evaluation
of evidence (Article 17 of the Criminal-procedural Code of the Russian Federation?). Itis worth
noting that this is not about appearance of a new type of evidence in the criminal procedure
or, as it is sometimes called, “electronic evidence”. We fully share the opinion, expressed in
science, that the types and forms of evidences stipulated by criminal-procedural law do not
need expanding (Golovko, 2019). This is only about regulating the new means of obtaining
and collecting evidences, which some researchers denote as “obtaining digital information
through machine means” (Aleksandrov, 2018). We believe that the evidences obtained with
the help of artificial intelligence technologies will possess the sign of admissibility, hence,
can be used in proving in a criminal case.

3. The prospects of transforming the proving process

A rapid development of artificial intelligence technologies and an increasing digitalization
of judicial procedures incite some researchers to a conclusion that artificial intelligence
may become a subject of legal relations and be endowed with legal personality

1 Criminal-procedural Code of the Russian Federation of December 18, 2001 No. 174-FZ. Collection

of legislation of the Russian Federation. December 24, 2001, No. 52 (part I). Article 4921.
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(Papysheva, 2022) or even can substitute a judge (Kolokolov, 2020). This position might
be exceedingly optimistic and even to some extent futuristic, but it is not unreasonable.
As a matter of fact, the problem of a judicial decision approximating the objective truth and
the related search for effective means and mechanisms which could exclude or minimize
a judicial error occupies the minds of the Russian researchers in criminal-procedural science
so much that they are eager to grasp any, even a purely hypothetical, opportunity to solve it.
In that instance, the artificial intelligence tools which, as is broadly advertized, “allow solving

n "

some humanly impossible tasks”, “exclude the influence of a human factor in problem
solving”, “accelerate the decision-making process”, naturally become a rather attractive
object to build hypotheses about the directions of a criminal procedure development.

One more reason for researchers to turn to artificial intelligence technologies is
unpredictability of judicial decisions, especially as regards trial by jury. According to the
Criminal-procedural Code of the Russian Federation, the jurors are not obliged to explain
their verdict, which does not allow the parties to assess the relevance of such decision and
understand how and around what the judgments of the jury were built. Because of that, jury
decisions are often perceived as arbitrary, detached from the proving process.

Besides, none of the process participants, including a professional judge, may influence
their decision, the more so participate in their deliberation. Left alone with a question sheet,
without special training in proving in a criminal case, but having got instructions from
a professional judge as to the necessity to interpret all reasonable doubts in favor of the
defendant, the jurors have to turn to their experience and the skills of reflections and logical
deductions formed in their lifetime.

As aresult, in a case where evidences included videos from a fuel station with an armed
assault and testimonies of victims vividly describing the events, the jury may come
to a conclusion of the absence of a criminal act and pronounce for the defendants?2. Inanother
case, where evidences included experts’ opinion about the presence of a defendant’s DNA
on the crime scene and personal belongings of the murdered victims at the defendant’s
home, the jury may come to a conclusion of the defendant’s noninvolvement and also
pronounced for them?.

Undoubtedly, if it were possible to ask the jurors why they came to such decisions,
they would probably explain that the evidence presented to them was simply insufficient
to conclude that the charges had been proved. This could largely clarify the connection

Case No. 2-3/2020, heard by Stavropol regional court. Available at: https://kraevoy--stv.sudrf.ru/modules.
php?name=sud_delo&srv_num=2&name_op=case&case_id=30809862&case_uid=bbd2dd35-a6f1-4f7b-
a158-18a71eefa38f&delo_id=1540006

Case No. 2-4/2021, heard by Stavropol regional court. Available at: https://kraevoy--stv.sudrf.ru/modules.
php?name=sud_delo&srv_num=2&name_op=doc&number=23537753&delo_id=1540006&new=0&text_
number=1
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between the verdict and the evidences and would remove the question about the perceived
justification of the verdict.

In this situation, when the motifs of the decision made by the subject of proving are
concealed for us, the natural question is: do mathematical methods underlying any artificial
intelligence technology allow improving the proving process in a criminal case, so that
it resulted in a just ruling of the court, maximally approximated to the objective truth? What
if every evidence in a criminal case was attributed a certain weight and a neural network was
taught to assess these evidences and build certain conclusions based on them?

When answering these questions, on should first of all turn to the essence
of the principle of free evaluation of evidence described in Article 17 of the Russian
Criminal-procedural Code, which consists, inter alia, in the absence of a preset power
of evidences and prohibition of any grading them by quality (Golovko, 2017). When we
set precise values to each piece of evidence for the algorithm and suggest it making an
evaluative conclusion on that basis, we disregard that the criminal-procedural proving,
although being a type cognitive activity, has cardinal differences from other types
of cognition. Therefore, formalization of evidences through attributing a certain weight
to them, even for the sake of a mathematical algorithm functioning, contradicts the
fundamental principle of the criminal procedure. Here one should agree with M. A. Malina
in the negative estimation of such an approach to using artificial intelligence technologies
in proving in a criminal case (Malina, 2021).

Are there alternative way or one should unequivocally and ultimately reject an idea
of transforming the proving process through using artificial intelligence technologies?

Fortunately, there is always an alternative. For example, one of the world leading
specialistsin evidentiary law, revered Professor Ronald J. Allen, convincingly demonstrated
as early asin 2001 that it does not work applying such mathematical methods of estimating
probabilities as Bayes theorem to proving in a criminal process and suggested a theory
of relative likelihood (Allen, 2001). In a later work, developing this idea, he stated that
evidences would be more convincing when they confirm a conclusion about a single
hypothesis (for example, this person committed a crime) compared to a competing
theory (for example, the crime was committed by someone else), and weaker when
they do not exclude probable alternative hypotheses based on alternative suggestions
(Allen & Pardo, 2007).

If one looks through the prism of these ideas at the proving process in a jury trial, it
becomes obvious that it is just like that: the parties try to convince the jurors that their
version of circumstances of the case is more probable. It is on the estimation of probability
of evidences that a judge instructs the jury in the opening statement, asking them in the
analysis of evidences to interpret in favor of the defendant only reasonable doubts, i. e.
those which can be explained, which are based on common sense, not on a biased opinion,
suggestions, imagination, sympathy or antipathy, desire to cater for public opinion or meet
the expectations of friends, on emotions or fantasies.
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Hence, if one considers the possibility of using artificial intelligence technologies
at the stage of checking and evaluating evidences, then only through the algorithms based
on the theory of relative likelihood. Otherwise we turn on the violation of the principle of free
evaluation of evidence.

Canthe existing artificial intelligence technologies perform the function of evaluating
evidences at the same level as non-professional judges — the jurors? Apparently not.
Such a mathematical method has not been developed yet. Hence, it is so far premature
to speak of a legal personality of artificial intelligence in the process of criminal-
procedural proving.

However, looking into the future with a hope to improve the process of proving, including
in the jury trial, the science of criminal procedure should first of all turn to mathematicians.
Only elaboration of mathematical methods for analyzing evidences in a criminal case will
allow passing from using artificial intelligence technologies exclusively as a tool in the
process of obtaining and collecting evidences to forming a new process of proving, in which
artificial intelligence will be able to play a cognitive role. How soon it will happen, and whether
it will happen at all, time will tell.

Conclusions

The optimistic approach to evaluating the possibilities of using artificial intelligence
technologies in a criminal procedure, established in the science of criminal procedure,
significantly outstrips the actually existing technologies, i. e. is based on expectations
and prognoses. The actual application of the said technologies takes place only in certain
spheres of the criminal procedure. Nevertheless, the continuing development of artificial
intelligence allows speaking of an inevitable broadening of its spheres of application,
including in the process of proving in criminal cases.

The most realistic scenario of using artificial intelligence technologies in the proving
process is their use in obtaining and collecting information of evidentiary significance, which
may further be structured as evidence in a criminal case. Using artificial intelligence as
a tool when collecting evidences must meet such requirements as openness, controllability,
objectivity and provision with a relevant liability mechanism. In that instance the evidences
obtained with the help of artificial intelligence technologies will possess the sign
of admissibility.

Evaluation of evidence with the help of mathematical algorithms in which preset values
of quality of each piece of evidence are used, contradicts to the principle of free evaluation
of evidence in a criminal procedure. Applying the artificial intelligence technologies based
on mathematical algorithms in criminal-procedural proving is only possible under the
condition of compliance with the said principle, i. e., for example, on the basis of the theory
of relative likelihood of evidences. Hence, it is now premature to say that machine cognition
may become the content of criminal-procedural proving.
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TexHonoruu UCKYCCTBEHHOr0 UHTEJIeKTa
B YrojioBHO-rnpoteccyajbHOM [0Ka3bliBaHWUU

Muxaun Cepreesny CnupupgoHoB

0>KHO-YparnbCcKuit rocygapCTBeHHbIN YHUBepcUTeT (HaLMOHasbHbIN UCCief0BaTeNIbCKUI YHUBEPCUTET)
r. YenabuHck, Poccuitickas depepauus

KnioueBble cnoea AHHOTaUuA

[lokasaTtenbcTBo, Lienb: 0606LieHMEe M aHANN3 CIOXMBLUKMXCA B YrONIOBHO-NPOLECCYasbHOM
[OKa3sblBaHue, HayKe MO3MLMiA K MPUMEHEHMIO TEXHOMOMMIN UCKYCCTBEHHOTO MHTESNEKTa,
MCKYCCTBEHHbIW MHTENIEKT, BblpaboTKa aBTOPCKOrO MoAxoAa K nepcrnekTuBam TpaHchopmauuu yro-
HEMPOHHas CeTb, NOBHO-NpPOLieccyanbHOro AoKasblBaHUs Mo BAMSHUEM TEXHOJIOMMI UCKYC-
npaeo, CTBEHHOIO UHTENNEKTA.

CyAonponsBoAcCTBoO, MeTofgbl: METOAO/IONMYECKYHO OCHOBY MCCEefOBaHWUA COCTaBNAET eauH-
YronoBeHoe Aeno, CTBO BCeo6LIero, o6lieHay4YHbiX U CreumanbHO-IOpUANYECKMX METOA0B
yronoeHbi npouecc, NpaBoOBOW HaykW, B TOM 4ucCne abCTPaKTHO-NIOrMYECKOro, CpaBHUTESb-
umdposusaLms, HO-NPaBOBOI0 U NPOrHOCTUYECKOTO.

uMdpoBble TEXHOOTUK .
Pe3ynbTaTtbl: onpeaeneHbl OCHOBHbIE HanpaBfieHUsl MPUMEHEHUsT TEXHO-

JIOTUI UCKYCCTBEHHOIO WHTENSIEKTA B YrOJIOBHOM MpoLecce, Takue Kak
npodunakTuka M BblISIBIEHWE MPECTYNeHUA, opraHusauus npeasapu-
TENbHOrO pacc/iefoBaHNs, KPUMUHANIUCTMYECKOE COMPOBOXAEHWE pac-
cnefoBaHUA NPecTYNieHU, oLueHKa foKa3aTelbCTB Ha AOCYAe6HOMN U cy-
Ae6Hol cTagusax. ABTOp NPUXOAUT K BbIBOAY, YTO CMOXMBLUMIACA B HayKe
YroJIOBHOMO MpoLecca AOCTaTOYHO ONTUMUCTUYHBIA NOAX0A MO faHHOMY
BOMPOCY 3HAUYNTESIbHO OMepeXaeT peasibHO CYLLECTBYHOLME B HACcTOsILLEe
BPEMS TEXHOMOTMU WCKYCCTBEHHOMO MHTESNIEKTA. BbisiBNeHbl OCHOBHble
Tpe6oBaHMs, KOTOPbIM JO/HKHA OTBEYaTb AeATENbHOCTb MO MPUMEHEHUIO
MCKYCCTBEHHOIO MHTeSIJIeKTa NMpu c6ope [10Ka3aTeslbCTB MO YroJIOBHOMY
ngeny. O6pallleHO BHMMaHWe Ha npo6sieMbl MPUMEHEHUSI TEXHOSIOTUI UC-
KYCCTBEHHOIO MHTeNNIeKTa Npu NpoBeAeHNN Cyae6HbIX 3KCMepPTUs, KOTo-
pble TpebytoT COBEpLUEHCTBOBAHUA METOAONOMMN Cyae6HO-3KCNEPTHOW
paboTbl. PaccMoTpeH BOMpPOC O MepcrnekTuBax TpaHchopmauun npo-
Lilecca YroJIoBHO-MPOLECCYanibHOMO [OKasblBaHUS B YCNOBUSAX BHeppe-
HWUA TEXHOMOMUA UCKYCCTBEHHOro MHTeNnnekTa. O60CHOBbLIBAETCS BbIBOS,
YTO OLEeHKa [0Ka3aTeNbCTB C MOMOLLbIO MaTeEMaTUYeCKUX anropuTMOB,
B KOTOpbIX MPUMEHSAIOTCA 3apaHee YCTaHOBJIEHHble 3HAYeHUs KadecTBa

© CnupugoHos M. C., 2023
® CTaTbsi HaxoAWUTCsi B OTKPbITOM AOCTyNe W PacrnpoCcTpaHsieTcsl B COOTBETCTBUM C nuueH3ueir Creative Commons «Attribution» («ATpubyums»)
4.0 BcemupHas (CC BY 4.0) (https:/creativecommons.org/licenses/by/4.0/deed.ru), no3sonstoLLen HeorpaHUYeHHO UCNONb30BaTb, PACNPOCTPaHATDL
;34 1 BOCTIPOV3BOAUTL MaTepuan npu yClioBUM, YTO OpUriHabHasi paboTa ynoMsiHyTa ¢ cobtofieHMeM NpaBui LUTUPOBaHUS.

https://www.lawjournal.digital



https://elibrary.ru/acsqxh
https://doi.org/10.21202/jdtl.2023.20
https://crossmark.crossref.org/dialog/?doi=10.21202/jdtl.2023.20
https://creativecommons.org/licenses/by/4.0/deed.ru
https://www.budapestopenaccessinitiative.org
https://orcid.org/0009-0008-2715-8912

Journal of Digital Technologies and Law, 2023, 1(2) elSSN 2949-2483

KaXAoro pAokasaTtenbCTBa, NMPOTUBOPEYUT npuHUUNy CBO6OJJ,bI OLEeHKN
AOKa3aTeNibCTB B YroJIoOBHOM npotLecce. ABTOp npuxoaunT K BbiIBOAY 06 oT-
CYyTCTBMU B HacTosAullee BpeMA AOCTATOYHbIX OCHOBaHWI ANs HageneHus
MCKYCCTBEHHOIO UHTENNIEKTA Cy6'beKTHOCTbI'O B npouecce AoKa3biBaHUA.

HayuHaa HoBM3Ha: B pa6oTe npeAnpuHATa MOMbITKa pacCMOTPETb MeCTo
MCKYCCTBEHHOIO MHTENIEKTa B Yro/IOBHO-NPOLIeCCyanbHOM AoKasblBaHUH,
BblsiB/IeHbl Tpe6oBaHWs, KOTOPbIM [JO/I)KHO COOTBETCTBOBATb NPUMEHEHKE
3Tol TexHosorum npu céope AoKasaTeNbCTB, NpU 9TOM MpoaHaaM3npoBa-
Hbl NepcneKkTUBbI TpaHchopMaLuy NpoLecca foKasblBaHWA C y4eTOM BHe-
LpeHNA TEXHONOTNI UCKYCCTBEHHOIO MHTEIEKTa.

lMpakTnyeckasa 3HAa4YMMOCTb. OCHOBHbIE MOJIOXXEHUA U BbIBOAbI UCCe[o-
BaHUA MOTyT 6bITb MCMOJIb30BaHbI OnAa coBepLeHCTBOBaHUA MeXaHU3-
Ma MnpaBOBOro peryampoBaHuUA TEXHONOrNM MCKYCCTBEHHOI0 UHTENNIEKTA
B Yro/sloBHOM rpouecce.
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