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Abstract

Objective: to analyze the current technological and legal theories in order
to define the content of the transparency principle of the artificial intelligence
functioning from the viewpoint of legal regulation, choice of applicable means
of legal regulation, and establishing objective limits to legal intervention into
the technological sphere through regulatory impact.

Methods:the methodological basis of theresearchis the set of general scientific
(analysis, synthesis, induction, deduction) and specific legal (historical-legal,
formal-legal, comparative-legal) methods of scientific cognition.

Results: the author critically analyzed the norms and proposals for normative
formalization of the artificial intelligence transparency principle from the
viewpoint of impossibility to obtain the full technological transparency
of artificial intelligence. It is proposed to discuss the variants of managing
algorithmic transparency and accountability based on the analysis
of social, technical and regulatory problems created by algorithmic
systems of artificial intelligence. It is proved that transparency is an
indispensible condition to recognize artificial intelligence as trustworthy.
It is proved that transparency and explainability of the artificial intelligence
technology is essential not only for personal data protection, but also
in other situations of automated data processing, when, in order to make
a decision, the technological data lacking in the input information are taken
from open sources, including those not having the status of a personal
data storage. It is proposed to legislatively stipulate the obligatory audit
and tointroduce a standard, stipulating a compromise between the
technology abilities and advantages, accuracy and explainability of its
result, and the rights of the participants of civil relations. Introduction
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of certification of the artificial intelligence models, obligatory for application,
will solve the issues of liability of the subjects obliged to apply such
systems. In the context of professional liability of professional subjects,
such as doctors, militants, or corporate executives of a juridical person,
it is necessary to restrict the obligatory application of artificial intelligence
if sufficient transparency is not provided.

Scientific novelty: the interdisciplinary character of the research allowed
revealing the impossibility and groundlessness of the requirements
to completely disclose the source code or architecture of the artificial
intelligence models. The principle of artificial intelligence transparency
may be satisfied through elaboration and provision of the right of the data
subject and the subject, to whomthe decision made as aresult of automated
data processing is addressed, to reject using automated data processing
in decision-making, and the right to object to the decisions made in such
a way.

Practical significance: is due to the actual absence of sufficient regulation
of the principle of transparency of artificial intelligence and results
of its functioning, as well as the content and features of the implementation
of the right to explanation the right to objection of the decision subject.
The most fruitful way to establish trust towards artificial intelligence
is to recognize this technology as a part of a complex sociotechnical
system, which mediates trust, and to improve the reliability of these
systems. The main provisions and conclusions of the research can be used
to improve the legal mechanism of providing transparency of the artificial
intelligence models applied in state governance and business.

Kharitonova, Yu. S. (2023). Legal Means of Providing the Principle of Transparency
of the Artificial Intelligence. Journal of Digital Technologies and Law, 1(2), 337-358.
https://doi.org/10.21202/jdt1.2023.14
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Introduction

The Russian law formulates the principles of National Strategy for artificial intelligence
development up to 2030, which include, inter alia, transparency as explainability of the
artificial intelligence functioning and achieving results, non-discriminatory access of users
of the products created with the artificial intelligence technologies to information about
the artificial intelligence algorithms applied in these products (clause 19 of the Strategy,
adopted by the Decree of the President of the Russian Federation “On development
of artificial intelligence in the Russian Federation” No. 490 of 10.10.2019). The notions
of “explainability” and “non-discrimination” of the artificial intelligence functioning are
highlighted as constituents of the transparency principle.

Information disclosure is also stipulated by international acts and national legislation
of many countries. These rules are, first of all, closely touch upon the issues of human rights
and freedoms protection, like, for example, in the General Data Protection Regulation (GDPR);
Regulation (EU) 2016/679".

In Russia, the human rights and freedoms protection and safety of the artificial
intelligence functioning are stipulated in the Strategy 2030 as separate principles, although
they are closely connected to transparency. Assumingly, non-discrimination results
in providing protection of the human rights and freedoms guaranteed by the Russian and
international legislation. The principle of safety of the artificial intelligence functioning
is defined as inadmissibility of using the artificial intelligence for purposeful incurring harm
to citizens and juridical persons, as well as prevention and minimization of risks of negative
consequences of using the artificial intelligence technologies. Assumingly, the transparency
principle also allows achieving safety when using artificial intelligence.

In the absence of a clear legal vision of the content of the principle of safety of the
artificial intelligence functioning, we consider itimportant to define the notion of transparency
and research the admissible limits of legal intervention into the technological sphere through
regulatory impact.

In the context of the artificial intelligence functioning, transparency may be viewed from
the angle of technology, ethics, and law. Interdisciplinary approach allows a critical view
at the norms and proposals to be normatively formalized, given that complete technological
transparency of the artificial intelligence is impossible. It is necessary to discuss the variants
of managing policy for the algorithmic transparency and accountability based on the analysis
of social, technical and regulatory problems, created by the algorithmic artificial intelligence
systems.

1 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection
of natural persons with regard to the processing of personal data and on the free movement of such data,
and repealing Directive 95/46/EC (General Data Protection Regulation). http://eur-lex.europa.eu/
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1. The “black box" notion and its significance
for legal formalization of using the artificial intelligence technology
for decision-making

For decades, artificial intelligence projects relied on human experience accumulated by
engineers and were both explicitly elaborated and easily understandable. A significant
progress in the sphere of artificial intelligence was achieved by using controllable learning
systems intended to repeat people’s decisions (Hastie et al.,, 2009; LeCun et al., 2015;
Pak & Kim, 2017). For example, expert systems based on decision trees are perfect models
of human decision-making, hence, naturally understandable for both developers and end
users (Lawrence & Wright, 2001; Cho et al., 2002). The same is true for data tables (Cragun
& Steudel, 1987). However, after the leading methodologies of artificial intelligence change
the paradigm for machine learning systems, based on deep neural networks (DNN), novelties
appeared (Samek et al., 2021).

Easiness of comprehension was sacrificed for the rate of decision-making and the
technology was called “a black box” — nontransparent for human comprehension but
extremely potent in terms of both results and learning in new spheres. The models which
“open the black box”, making a nonlinear and complex process of decision-making clear for
human observers, are a promising solution of the “black box” Al problem, but are limited,
at least in their present state, in their ability to make these processes more transparent
for most observers. Artificial intelligence uses deep learning (DL), an algorithmic system
of deep neural networks, which are generally nontransparent or hidden from human
comprehension.

How does this nontransparence manifest itself and what are its reasons? The main
purpose of machine learning (ML) is teaching system of exact decision making -
predictors, capable of helping automate the tasks which otherwise people would have
to perform. Machine learning possesses a lot of algorithms which have demonstrated
great success in science and industry. The most popular ML means are kernel methods
(Hofmann et al., 2008) and, especially in the recent decade, deep learning methods
(Vargas et al., 2018).

As ML is increasingly often used in actual software and applications, it has become
a common opinion that high accuracy of a decision or a forecast can be insufficient
in practice (Gunning, 2017).

The first difficulty is due to a multi-scale and distributed nature of neural networks
representations. Certain neurons are only activated for several points of data, while others
act more globally. Thus, a forecast is a sum of local and global effects, which complicates
(or precludes) a search of a root point x, which linearly expands to a forecast for the data
point of interest. Transition from the global to the local effect induces nonlinearity, which
cannot be detected (Samek et al., 2021).
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The second source of instability occurs due to a large depth of modern neural networks
with their shattered gradient problem (Balduzzi et al., 2017). A gradient in neural networks
is a vector of partial derivatives of the loss function by the weighs of the neural network.
It is used in weigh optimizer to improve the model quality. The gradient shows the change
of errors on various data sets.

Finally, there is a problem of explainability of the artificial intelligence technology with
the need to search for a root point x, on which the explanation will be based and which
is simultaneously close to data and is not an adversarial example (the problem of adversarial
examples) (Goodfellow et al., 2014). The problem of adversarial examples is explained
by gradient noise, which makes the model provide an excessive reaction (overreact)
to certain pixel perturbations, as well as by high dimensionality of the data (Najafabadi
et al., 2015), when multiple pixel effects sum up producing a large effect on the model result
(Samek et al., 2021).

These features of functioning of the artificial intelligence as a class results in that, while
big data and huge computations are available, achieving a superhuman productivity requires
“zero human knowledge” (Silver et al., 2017).

Researchers propose to admit that the artificial intelligence is inside the sociotechnical
system, which mediates trust and, while increasing the reliability of these systems
to make these processes less nontransparent for most observers, we thus increase trust
to artificial intelligence (von Eschenbach, 2021). In this context, exclusion of a human
from the decision-making process adds trust to it, excluding the factor of subjectivity
in the result obtained.

At the same time, the issue of trust depends not only on the ability for a human
to interfere into the decision-making process of the artificial intelligence. At the modern
stage, demand for explainable artificial intelligence (XAl) is growing. R. Yampolskiy
stated that “if everything we have is a ‘black box’, then it is impossible to understand the
reasons of failures and to increase the system safety. Besides, if we get used to accept
the answers of the artificial intelligence without explanations of reasons, we will not be
able to detect when it starts giving wrong or manipulative answers” (Yampolskiy, 2019).
The researcher vividly describes the dangers on non-transparent artificial intelligence,
offering to imagine that in the nearest future artificial intelligence may be mistaken
in diagnosing illnesses in 5% of cases, which will result in mass operations of healthy
people. The absence of the mechanism to check the artificial intelligence model for
deviations and to prevent such failures may lead to irreparable consequences. Thus,
transparency and accountability are the tools facilitating making just algorithmic
decisions, providing the basis for obtaining the opportunity to turn to a meaningful
explanation, correction or means to identify drawbacks which may lead to compensation
processes (Koene, 2019).
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2. Legal and ethical risks of applying nontransparent technology

Theissue of transparency is defined in the Russian Concept of development of regulating
relations in the sphere of artificial intelligence technologies and robotics up to 2024
(further — Concept 2024) as “using probability estimations in decision-making by artificial
intelligence systems and impossibility, in some cases, to fully explain the decision made
by them (the problem of algorithmic transparency of artificial intelligence systems)”2.

Concept 2024 lists transparency among such areas of concern in regulating artificial
intelligence as maintain the balance between personal data protection requirements
and the need to use them for training artificial intelligence systems; defining the object
and limits of regulating the use of artificial intelligence technologies and robotics; legal
“delegation” of decisions to artificial intelligence and robotics systems; liability forincurring
harm using artificial intelligence and robotics systems. In other words, the issues of legal
provision of the artificial intelligence transparency play a conceptual role in elaborating
legal approaches.

As was shown above, a developer provides data but cannot control the criteria on
which an artificial intelligence yielded a result or a forecast. Seemingly, sometimes it
is not possible to develop a meaningful neural network. This is due to the difficulties
with defining input data and their factual insufficiency. Actually, the loss of control over
artificial intelligence is based on the uncertainty of data with which the model interacts
(Kharitonova et al., 2021).

Are developers and jurists capable of reasonably intervening into the system functioning
and contesting its conclusions, if they do not comprehend the principles under those
conclusions? Developers may point out the criteria for making decisions, but artificial
intelligence may autonomously supplement the conditionally lacking data to formulate final
decisions. For example, a machine analyzes dot or pixels without knowing whether this is
the color of skin or eyes. It manipulates with pixels, not the overall picture.

At the same time, the decisions made by humans — lawyers and even judges, whose
activityisthoroughlyregulatedinthisaspect, —arenotvoid of aconscious and/orunconscious
bias. Researches of human prejudices showed that people are cognitively prone to bias
and stereotypes (Plous, 2003; Quillian, 2006), although contemporary forms of prejudice are
hard to detect and can be unknown even to their carriers. The practice of justifying decisions
may be insufficient for counteracting the influence of various factors, while the reasons
suggested for a decision-making human may hide the motifs hardly known to those who
make decisions (McEwen, 2018).

2 0n adopting the Concept of development of regulating relations in the sphere of artificial intelligence

technologies and robotics up to 2024: Order of the Russian Government of 19.08.2020 No. 2129-r.
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That is, algorithmic and human prejudice and non-explainability of the decision
made often exist in a latent form, unperceived by its carriers and undetected by the third
persons. This implies that a soulless, emotionless algorithm can still serve as an objective
measurement for decision-making, as it is void of personal subjective prejudices.

The risk of using nontransparent artificial intelligence becomes critically important
if such technology must be applied by the subject of activity. For example, in a moving
unmanned vehicle the decision is made by the artificial intelligence system, while the liability
for a source of increased danger is still imposed on the driver (Payre & Cestac, 2014).
Another example refers to the nearest future. Today, robots based on artificial intelligence
are increasingly used to assist surgeons (Kalis et al., 2014). During medical assistance,
some procedures become obligatory, hence, a doctor may find themselves in a situation
when their decisions incurred liability, though factually the harm was caused by the problems
with artificial intelligence software.

Researching the issues of legal intervention to spreading deepfakes, V. O. Kalyatin
comes to a conclusion that “the relevant legislation should be developed not in respect
of deepfakes as such, but in respect of using Al in general” (Kalyatin, 2022). Jurists
face a choice: to remain in the current legal tradition or to create a new one. We believe
that attempts to create a legal regime of entrepreneurs’ using artificial intelligence
cannot be successful in the absence of understanding of its technological features.
However, transparency as explainability of the technology cannot be understood
literally. We need to create criteria to check the results of artificial intelligence
functioning in order to observe the citizens’ rights and freedoms, to protect state
and public interests.

3. Automated system of data processing and the data quality

If transparency per se is not inherent to the nature of algorithms (Kalpokas, 2019),
under the condition that information is provided at the input to launch artificial intelligence
applications, then a question arises about the possibility of prioritizing the rules data analysis
by the artificial intelligence algorithm.

In literature, several aspects of algorithmic transparency and accountability are
highlighted, which include increased awareness, accountability when using algorithmic
solutions, first of all in the state sector, as well as normative surveillance and legal liability,
leading to a global coordination of algorithmic governance (Koene et al., 2019).

Awareness, viewed by many researchers as a solution to the problem of transparency,
can be interpreted in many different ways. First of all, when providing transparency of artificial
intelligence, heavy emphasis is placed on working with data and on awareness about their
use in a certain way.

https://www.lawjournal.digital
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Notably, many jurisdictions stipulate data analysis and its limits in relation to personal
data. In Russia, provisions of Article 16 of the Law on personal data?® are in force, according
to which it is prohibited to make decisions, based exclusively on automated processing of
personal data, which generate legal consequences for the personal data subject or otherwise
affect their rights and legitimate interests, except the cases stipulated by law. Such cases
include situation when the decision generating legal consequences for the personal data
subject or otherwise affecting their rights and legitimate interests is made on the basis of
exclusively automated processing of their personal data with the written consent of the
personal data subject (clause 2 of Article 16 of the Law on personal data).

The said provision of the Russian legislation is comparable to Article 15 of the
currently not applicable Directive 95/46/EC of the European Parliament and the EU Council
“On the protection of individuals with regard to the processing of personal data and on the free
movement of such data”®. The current GDPR contains similar rules. Article 22(3) of the General
Data Protection Regulation provides that in some cases of automated processing “the
data controller shall implement suitable measures to safeguard the data subject’s rights
and freedoms and legitimate interests, at least the right to obtain human intervention on the
part of the controller, to express his or her point of view and to contest the decision™.

At the same time, to ensure awareness, it is essential to disclose information about
the data underlying the decision made. This refers to the issues of reliability and neutrality,
representatives of data, non-biased methods of their processing and analysis, as well as the
information on the artificial intelligence self-learning.

Transparency as the technology explainability and non-discrimination depends on
the quality of the data with which the artificial intelligence system works. Researchers
(Buolamwini & Gebru, 2018) found that all popular facial recognition systems most
accurately recognize males with fair skin (2.4% of errors) and make the most mistakes when
recognizing black females (61% of errors). Actually, this proved that “photos of black women
are the least numerous in databases; developers of such systems are predominantly white
men; camera sensors worse identify details in dark colors”e.

The above example shows that it is insufficient to doubt the reliability of data available
to artificial intelligence. The data quality problem is that the available data were not neutral

3 On personal data: Federal law of 27.07.2006 No. 152-FZ. SPS KonsultantPlyus. https://www.consultant.
ru/document/cons_doc_LAW_61801/

Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995 on the protection of
individuals with regard to the processing of personal data and on the free movement of such data. (1995,
November 23). Official Journal of the European Communities, L 281, 31-50.

5 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection
of natural persons with regard to the processing of personal data and on the free movement of such data,
and repealing Directive 95/46/EC (General Data Protection Regulation). http://eur-lex.europa.eu/

More and more often researchers cannot explain how Al works. “Black and white box” theory. (2022,

November 23). Habr. https://habr.com/ru/company/getmatch/blog/700736/
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even if they could be considered representative. Facial recognition systems are used in many
countries, including in the work of law-enforcement bodies. It is proved that if you belong
to a racial minority in one of these countries, the system will more often recognize you
as a criminal’. An opinion has been voiced that, if artificial intelligence models are trained
with big data, then the built-in racial and other prejudices will be inevitable (Bender et al., 2021),
as some groups of people have less access to the Internet and their data are less presented
at various resources (for example, residents of remote places compared to programmers).

In general, we believe that the approach focused on personal data is weak, as it is not
consistent with the reality. In addition to the data submitted directly to the algorithm by its
users, business should supplement these categories with analytical data (Camilleri, 2018),
more thoroughly describing various groups and making grounds for classification more
clear.

Hence, itis necessary to stipulate rules for identifying the quality (reliable and neutral) set
of datain a situation wheniitis not possible to limit such set of data. Therisk of unexplainable
biased decisions of the artificial intelligence will have to be excluded by reinforcement
learning and audit of the result obtained.

This leads to a conclusion that one should not expect an algorithm explanation
comprehensible for a human when the “black box” method is used, but the algorithm
disclosure will not have a legal sense in that case. It is impossible to teach an artificial
intelligence system to understand ethical values; lawyers can just list criteria to check that
the decision of an artificial intelligence is unbiased. However, it is not always possible to put
a human at the output to check the result. Hence, law may stipulate only the need of control
on the part of software created by independent developers.

In this regard, it seems hardly feasible to achieve the artificial intelligence transparency
not in relation to the system in general but through explaining the logic of individual
decisions (Kuteynikov et al., 2018). The methods proposed by the authors include analysis
of input data, statistical explanation, checking architecture/code and statistical analysis,
determining the sensitivity of individual data (exactly which variables predetermine
the result) (Kuteynikov et al., 2018).

Onthe contrary, it seems more feasible to require an open algorithm with indication of the
general logic of decision-making. This system was adopted in California, USA. In February
2020 it adopted the Automated Decision Systems Accountability Act, which stipulates
executing systematic control and revealing errors in the functioning of automated systems,
as well as directing the reports obtained to the Department of Business Oversight starting
from January 1, 2022, and placing them in the Internet for open access®.

More and more often researchers cannot explain how Al works. “Black and white box” theory. (2022,
November 23). Habr. https://habr.com/ru/company/getmatch/blog/700736/

USA. State of California. Automated Decision Systems Accountability Act of 2020. https://leginfo.

legislature.ca.gov/faces/billTextClient.xhtmI?bill_id=201920200AB2269
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The same was emphasized by the GDPR researchers. As A. Selbst and J. Powles
wrote, “the problem is that to check the protection accuracy and potential contesting its
correctness one needs specific explanations of the decision, including weights and factors
used to achieve it” (Selbst & Powles, 2018), which is technical information not always
comprehensible for a person. From this viewpoint, the “right” stipulated in Article 22 (3)
of the General Data Protection Regulation is not sufficiently explained in the legislation and
is subject to well-grounded critique due to its unfeasibility. Most researchers agree that the
right to explanation of individual decisions, which may include global or local clarifications,
does not follow from Article 22(3) of the GDPR (Wachter, 2017; Goodman & Flaxman, 2017).
Article 15(1)(h) of the GDPR stipulates that, in case of automated processing in the sense
of Article 22(1) of the GDPR, the controller must provide “meaningful information about
the logic involved”. Some researchers believe that this refers only to general structure and
architecture of the processing model, but there is no need to explain individual decision
or specificweightsandcharacteristicofthemodel (Wachter,2017;Malgieri& Comandé,2017).

In the absence of a standardized approach to justification of individual and general
decisions, one cannot answer the questions about who should the decision-making logic be
disclosed to — the data users or subjects only or all stakeholders, in what amount, etc.

In this context, one should pay attention to the significance of using artificial intelligence
in relations involving the state. One should agree that it is necessary to stipulate the norms
of obligatory general availability of the results of state authorities using artificial intelligence
and big data technologies. As was convincingly proved by V. V. Silkin, following our European
colleagues,ifthe stateexecutesitsfunctionsusingartificialintelligence,thenthetransparency
of the technology is required. At that, the author proposes imposing on the state authorities
an obligation to substantiate and disclose the goals of using the automated data processing
technologies. The capabilities of the big data and artificial intelligence technologies are
rather vast, but their use by the state should be determined by the need to achieve publicly
significant goals (Silkin, 2021). We believe, however, that, if the is technology is widely
spread, justification of the use of artificial intelligence in certain types of state activity will
solve this task in general, but will not provide transparency of decisions.

At the same time, it is worth highlighting that the principle of transparency in artificial
intelligence functioning is not equal to the principle of transparency in the activity of state
authorities or other operators of data using automated systems. V. V. Silkin proposes “when
implementing the principle of transparency in the activity of state authorities using automated
data processing systems, to assume openness of the information about the goals, means
and results of their use” (Silkin, 20217). At that, the author justly states that “at the same
time, in complex automated processing systems, algorithms are formed and complicated
independently, which excludes the possibility to forecast or unambiguously comprehend
in advance all the capabilities of such systems” (Silkin, 2021).

In our opinion, a substitution of concepts may easily occur in this case: transparency
of decision-makingby artificialintelligenceisnotassociated exclusively withthetransparency
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of goals set for the algorithm application. One should distinguish between the transparency
of algorithm as the principle of regulating artificial intelligence and transparency of activity
(state governance, civil circulation, etc.), which is achieved partly with the help of artificial
intelligence technology. Factually, the second aspect of automated data processing, together
with the data quality, constitutes the transparency of goals and methods of using artificial
intelligence. In that, the principle of transparency of the artificial intelligence functioning
coincides, but is not equal to the notion of the transparency of activity.

Probably, the goals of using artificial intelligence could be defined as the goals of making
decisions with explanation of the artificial intelligence processes along a standardized form,
which requires regular updating every time business changes its methods of automated
processing (Wulf & Seizov, 2022).

Assumingly, stipulation of the right to awareness about using artificial intelligence
technology in automated data processing for decision-making does not exhaust the
probable legal means to achieve transparency of intellectual systems. Moreover, citizens'’
rights are not protected, contravening the methods of the artificial intelligence functioning,
first of all, the black box method. Disclosure of the algorithm tasks and priorities for the
goals of decision-making may be based on standards, but, given the need to access new
data and bridge the gaps in the data obtained from user, it does not seem possible to achieve
transparency in this field either.

4. Openness of algorithms and results of their functioning

Disclosure of information about software development, code and the order of its execution
is also prioritized for ensuring transparency of artificial intelligence.

As was justly noted by A. I. Savelyey, Article 16 of the Law on personal data stipulates,
as conditions of using automated data processing tools for the purposes of making legally
relevant decisions in relation to the subject, “additional information responsibilities of the
operator, expressed in their obligation to provide the subject with explanations related
to the order of making such a decision and probable juridical consequences thereof”
(Savelyev, 2021).

The draft Law on artificial intelligence?, proposed by the European Commission on April
21, 2021, proposes to provide transparency of the decisions made by artificial intelligence,
for example, by disclosing information about characteristics, capabilities and limitations
of the artificial intelligence system, about the purpose of the system, as well as the
information necessary to service the artificial intelligence systems.

9  European Commission (2021, April 21). Proposal for a Regulation laying down harmonised rules on

artificial intelligence. https://digital-strategy.ec.europa.eu/en/library/proposal-regulation-european-
approach-artificial-intelligence
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Since 2022, a draft law on algorithmic accountability is being discussed in the USA'Y,
according to which the companies using artificial intelligence systems will be required
to assesstheirautomated systemsincompliance with the rules of Federal Trade Commission
to ensure users non-discrimination and confidentiality of information.

Introduction of a legislative requirement of algorithm disclosure is also discussed
in Russia, although so far only in relation to recommendation algorithms of social networks.
Similar requirements are stipulated by the Chinese law — by the Provision on managing
algorithmic recommendations of information services in the Internet'2.

At the same time, the requirement of absolute disclosure of the source code or the
architecture of the artificial intelligence models used does not seem justified. In any case,
such disclosure cannot be comprehensive for a number of reasons. Technologically such
disclosure is very costly and requires large resources. Publication of the source code
may lead to violations of an intellectual property right or a trade secret. Such approach
to transparency contravenes the current legal regimes, which govern the constituents
of a common artificial intelligence technology.

This said, we consider convincing the position, according to which artificial intelligence
systems are protected, first of all, as a trade secret, as the attempts to protect artificial
intelligence systems in compliance with copyright and patent laws encounter difficulties
(Foss-Solbrekk, 2021). The problem of granting copyright protection to the algorithm per se
is due to its constant changing and complementing during self-learning and autonomous
work. Also disputable is the question of the creative character of the artificial intelligence
origin as an object of legal protection. Obtaining patents for artificial intelligence systems
is also complicated. This situation is observed in various systems of justice. For example,
in the Russian legislation on copyright, algorithms essentially got their own regulation within
Article 1261 of the Russian Civil Code; in EU algorithms are excluded from the copyright
protection in compliance with the EU Directive on computer programs'3. Anyway, the current
vigorousdiscussionsaboutreferringartificialintelligencetoone oranothertype of intellectual
property right objects are far from completion.

Protection of the artificial intelligence models with the legal regime of trade secret
leads to a clash between the requirements of transparency and accountability. In particular,

10 Metcalf, J., Smith, B., & Moss, E. (2022, February 9). A New Proposed Law Could Actually Hold Big Tech
Accountable for Its Algorithms. Slate. https://slate.com/technology/2022/02/algorithmic-accountability-
act-wyden.html

11 Mass media: it is planned to propose a draft law to the State Duma about regulating recommendation

services in social networks. (2021, October 15). Parlamentskaya gazeta. https://www.pnp.ru/politics/smi-
v-gosdumu-planiruyut-vnesti-proekt-o-regulirovanii-rekomendatelnykh-servisov-v-socsetyakh.html

12 BB B RAE S T (2021, December 31).
http://www.cac.gov.cn/2022-01/04/c_1642894606364259.htm

On the legal protection of computer programs (codified version): Directive 2009/24/EC of the European

Parliament and of the Council. https://base.garant.ru/71657620/
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researchers come to a conclusion that the European Directive 2016/943 leaves little space
for the hypotheses of algorithmic transparency (Maggiolino, 2018).
The definition of “trade secret” given in the Directive 2016/943 says about a commercial

e

value without indication of its actual or potential character. According to Article 2(1), “trade
secret’ means information which meets all of the following requirements:

(a) it is secret in the sense that it is not, as a body or in the precise configuration and
assembly of its components, generally known among or readily accessible to persons within
the circles that normally deal with the kind of information in question;

(b) it has commercial value because it is secret;

(c) it has been subject to reasonable steps under the circumstances, by the person
lawfully in control of the information, to keep it secret”4.

Under such approach, the requirement of disclosure of a code or architecture of the
artificial intelligence model would mean a loss of a competitive advantage in the market.
As trade secret protection exists as long as information remains confidential and requires
that the subjects take measures to provide confidentiality, trade secret protection promotes
algorithmic nontransparency.

As follows from the above, rejection of the secrecy of artificial intelligence algorithms
should be accompanied by an increased protection of interests of the disclosing party
against the third parties, as it currently occurs in patent law.

5. Applicable legal means to prevent the problems with nontransparency
of legal decisions: object or reject

Awareness of using artificial intelligence in decision-making also leads to the need to discuss
the right to reject using the artificial intelligence technology in a specific case, as well as
the right to object to the decision made.

In compliance with clause 3 of Article 16 of the Russian Law on personal data, the
operator is obliged to provide the personal data subject with the opportunity to claim
against a decision made as aresult of automated data processing, and to clarify the order of
protection of the rights and legitimate interests by the personal data subject. A. |. Savelyev
explains that this “refers to the rights related to making legally significant decisions
exclusively as aresult of automated personal data processing. In particular, this order
of protection implies notifying a subject about their right to demand human intervention
into the decision-making process, which is an indispensible part of the right to objection”
(Savelyev, 2021).

14 0On the protection of undisclosed know-how and business information (trade secrets) against their unlawful
acquisition, use and disclosure: Directive (EU) 2016/943 of the European Parliament and of the Council.

https://base.garant.ru/71615160/
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In Russia, a draft law is also being discussed, which proposes providing users with the
opportunity to completely or partially reject using recommendation algorithms.

In China, such an approach is already accepted for implementation and is being checked
for feasibility. According to researchers, disclosure of the algorithm logic must eliminate
the risks of unjustified refusal of service supplier in case of algorithmic recommendations
to provide the necessary information, such as the sphere of the algorithm application,
the service user, the level of the algorithm risk and others, on the pretext that there are no
clear legislative provisions for that (Xu Ke & Liu Chang, 2022). However, sometimes such
disclosure does not lead to success but is just a website design.

Thus, lawyers should strive fortransparency and explainability of the artificial intelligence
functioning in a human-comprehensible form in order to, inter alia, ensure the opportunity
for the artificial intelligence system user to object to the decision made. This issue is also
related to defining the subject of liability for the decisions which may significantly infringe
upon human rights.

Researchers have noticed that the current discussion about the requirements of data
protection in relation to explainability ignores the importance of this characteristic for
estimating contractual and delict liability in relation to using the artificial intelligence tools
(Hacker et al., 2020). In this regard, it is necessary to further specify the legislation provisions
on using artificial intelligence in the sphere of strengthening the obligation of developers,
producers and suppliers of artificial intelligence services to constantly assess the probable
negative consequences of using artificial intelligence for human rights and fundamental
freedoms and, in view of these consequences, to take measures to prevent and mitigate
risks (Dyakonova et al., 2022).

Conclusions

Transparency is an indispensible condition for recognizing artificial intelligence as
trustworthy. The most effective way to establish trust towards artificial intelligence
is to recognize this technology as a part of a complex socio-technical system, which
mediates trust and improves reliability of such systems.

Most of the debate around the artificial intelligence transparency from juridical point
of view is focused on data protection laws. We believe that the circle of these discussions
should be broadened. Transparency and explainability of the artificial intelligence
technology is essential not only for personal data protection, but also in other situations
of automated data processing, when, in order to make a decision, the technological
data lacking in the input information are taken from open sources, including those not
having the status of a personal data storage. A legislator may only strive for introduction
of a standard, stipulating a compromise between the technology abilities and advantages,
accuracy and explainability of its result, and the rights of the participants of civil relations.
Introduction of certification of the artificial intelligence models, obligatory for application,
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will solve the issues of liability of the subjects obliged to apply such systems. In the context
of professional liability of professional subjects, such as doctors, militants, or corporate
executives of ajuridical person, it is necessary to restrict the obligatory application
of artificial intelligence if sufficient transparency is not provided.

The legal discussion should develop towards elaborating proposals for the content
of the right to reject using automated data processing in decision-making and the right
to object to the decisions made in such a way.
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AHHOTaLMSA

Llenb: aHanus AeMCTBYIOLIUX TEXHOJIOTUYECKUX U HOPUAMYECKUX Teopuit
NS onpeAeneHna cofepXXaHua npuHUMna nNpo3pavyHocTn paboTbl UCKYC-
CTBEHHOr0 MHTe/eKTa C Mo3vLMK MpaBOBOro peryinpoBaHus, Bbi6opa
NPUMEHUMbIX CPEACTB MPaBOBOro PeryiMpoBaHns U yCTaHOBIIEHNE 06bek-
TUBHbIX rPaHULl FOPUAMYECKOro BMellaTeNlbCTBa B TeXHOsIormyeckyio coe-
PY C NMOMOLLbIO PEryNPYHOLLLErO BO3AENCTBUSA.

MeTogbl: METOZ0IONMYECKYH OCHOBY UCCIlef0BaHNA COCTaB/IAET COBOKYI-
HOCTb O6lLLleHayYHbIX (aHanns, CUHTES, MHAYKLMSA, AedyKLus) U cneumarb-
HO-HOPUANYECKUX (MCTOPUKO-NPaBOBON, GopManbHO-IOPUANYECKUiA, CpaB-
HWUTENbHO-MPaBOBOI) METOIOB HAyYHOIO MO3HAHUS.

PesynbTaTbl: NOABEPrHYTbl KPUTMYECKOMY aHanusy HOpMbl U Mpeano-
KEeHUA Ana HopMaTUBHOro ohopMIIEHNUs MpUHLMMNA MPO3payvyHOCTU UC-
KYCCTBEHHOIrO MHTeNIeKTa C TOYKU 3PEeHUss HEBO3MOXXHOCTU MONyYeHus
MOJIHON TEeXHOJIOrMYecKon MNpo3pavyHOCTU WUCKYCCTBEHHOIO WMHTENNEKTa.
BblABUHYTO NpeanoxeHne o6CyanTb BapuaHTbl NONUTUKM yNpaBieHns an-
roOpMTMMYECKOMN NPO3pPaYHOCTbIO U MOAOTYETHOCTLIO Ha OCHOBE aHanu3a
coumanbHbIX, TEXHUUYECKUX U PerynaTUBHbIX NpobrieM, co3faBaemblx a-
rOpMTMUYECKMMU CUCTEMAMM UCKYCCTBEHHOIO MHTeNekTa. 060CHOBaHO,
YTO NPO3PaYHOCTb ABAETCA HEO6XOANMbIM YC/TOBUEM A1 MPU3HAHUS UC-
KYCCTBEHHOIO MHTEJINEKTa 3ac/yXuBarowmum aosepus. 060CHOBaHO, YTO
NMPO3PaYyHOCTb U 06BbACHUMOCTb TEXHOJIOTUU UCKYCCTBEHHOTO MHTEJNIeKTa
Ba)XHa He TOJIbKO AJ151 3alLMTbl NepCOHasIbHbIX AaHHbIX, HO U B UHbIX CUTYa-
LMsIX aBTOMATU3UPOBAHHON 06paboTKM AaHHbIX, KOraa ANs NPUHATUA pe-
LIeHWI HegocTalolme U3 BxoasLlen nHpopmaunm TeXHOIorMyeckue aaH-
Hble BOCHMOJIHAKTCA U3 OTKPbITbIX UCTOYHUKOB, B TOM YMCIIE HE UMEIOLLUX
3HaYeHUst XpaHUULL NepcoHasbHbIX AaHHbIX. NpeanoXeHo 3akoHoaaTe b-
HO 3aKpenuTb 06A3aTefbHbI ayauT U BBECTU CTaHAApT, 3aKpenstoLni
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KOMMNPOMUCC MeXAY BO3MOXHOCTAMWU W MperMyLLecTBaMuU TeXHOMOruK,
TOYHOCTbIO U O6BLACHUMOCTbLIO pesynbTaTa ee paboTbl M NpaBaMMU y4yacT-
HUKOB 06LLIeCTBEHHbIX OTHOLLIEHUI. BBeaeHMe cepTudmrkaumnm Mogenei uc-
KYCCTBEHHOIO UHTENNEKTa, 06513aTe/IbHbIX K NMPUMEHEHUIO, MO3BOJIUT pe-
LUNTb BOMPOCHI OTBETCTBEHHOCTU 06513aHHbIX NMPUMEHSITb TaKMEe CUCTEMBI
CYy6beKTOB. B KoHTekcTe Bonpoca o npodheccMoHanbHoi OTBETCTBEHHOCTU
npodeccuoHasbHbIX CY6GbeKTOB, TaKUX KaK Bpayu, BOEHHbIE, OpraHbl Kop-
MOpaTUBHOIO YNpaB/IEHUS] OPUANYECKOrO Nnua, TpebyeTcsi orpaHuYnTb
06a3aTeNIbHOE NMPUMeHeHNe UCKYCCTBEHHOIo UHTENSIEKTA B CiydasnX, eciu
He o6ecrneyeHa ero 4OCTaToYHas NPO3PayYHOCTb.

HayuyHasa HOBU3Ha: MeXAUCLMNIMHAPHbIN XapaKTep uccneqoBaHus Nosso-
JIUN BbIABUTb HEBO3MOXXHOCTb M HEO60CHOBAHHOCTb TPe6oBaHMIA MOIHOTO
OTKPbITUSA UCXOAHOrO Kofla UMN apXUTEKTYpbl Moaenei UCKYCCTBEHHOro
nHTennekTa. MpMHUMN NPO3PaYHOCTU UCKYCCTBEHHOIO UHTEIEKTa MOXET
6bITb 06ecneyeH 3a cyeT NpopaboTKM U oBecrneyeHns NpaBa cybbekTa faH-
HbIX U Cy6beKTa, KOTOPOMY afipecoBaHO peLlieHune, MPUHATOE B pesysibTaTe
aBTOMaTM3NpPOBaHHOM 06paboTKM AaHHbIX, HAa OTKas OT NPUMEHEHUS aBTo-
MaTU3NPOBaHHON 06paboTKM AaHHbIX ANA MPUHATUS PeLleHni 1 NpaBa Ha
BO3Pa)KeHUs MPOTUB MPUHATBIX TaKUM CNOCO60M peLLEHWA.

MpakTuyeckas 3HAYMMOCTb. OGYCNOBNEHA OTCYTCTBMEM B HacTosLiee
BpeMs [OCTaTOYHOrO PeryMpoBaHusi MpUHLMNA Npo3padYHOCTU MCKYC-
CTBEHHOTO MHTEN/EKTa W pe3ynbTaToB ero paboTbl, @ TAKXEe COAEP)KaHUS
M 0COGeHHOCTel peanu3auumn npaBa Ha O6bsICHEHWE U MpaBa Ha Bo3pa-
XeHue cybbekTa pelleHus. Hanbonee nnofoTBOPHbIA NyTb ANA YCTaHOB-
NEHUs1 OBEPUSI K UCKYCCTBEHHOMY UHTENIEKTY 3aK/HOYaeTcsl B TOM, YTO-
6bl NMPU3HaTb JaHHYI TEXHOJIOTMIO YaCTb CIIOXHOW COLMOTEXHUYECKOM
CUCTeMbl, KOTOpasi onocpesyeT [OBEpPUE, U NMOBbLIWATb HAEXHOCTb 3TUX
cucTeM. OCHOBHbIE NOMOXEHNA U BbIBOAbI UCCNEAOBAHUS MOTYT 6bITb UC-
Nosib30BaHbl [N COBEPLUEHCTBOBaHWUS NPaBOBOro MexaHu3ama obecrneye-
HWSI NPO3PaYHOCTN MOAENEN UCKYCCTBEHHOMO UHTENNIEKTA, MPUMEHSIEMbIX
B roCYA4apCTBEHHOM YMpaBfieHUN U BU3Hece.
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